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College students in a lower-division psychology course made metacognitive judgments by predicting and postdicting performance for true-false, multiple-choice, and fill-in-the-blank question sets on each of three exams. This study investigated which question format would result in the most accurate metacognitive judgments. Extending Koriat’s (1997) cue-utilization framework to these judgments, each format gave students different cues on which to base judgments. Further, each format has different probabilities of correctly guessing, which can skew accuracy. Students reported the lowest estimates for fill-in-the-blank questions. Accuracy measured using bias scores showed students’ predictions and postdictions were most accurate for multiple-choice items. Accuracy measured using gamma correlations showed students’ predictions were most accurate for multiple-choice items and postdictions were most accurate for fill-in-the-blank items. Based on the findings, educators are encouraged to consider what implications question format have on metacognitive processes when testing students over studied material. And, for researchers, the findings support the use of different accuracy measures to get a more detailed understanding of factors influencing metacognitive judgment accuracy.

By having students predict how well they will do on an exam and postdict how well they thought they just did, educators provide students with a chance to learn more about their metacognitive skill of monitoring performance. Without accurate monitoring, students may study ineffectively by either over- or underpreparing for upcoming exams (e.g., spending less time on poorly understood material and more time on well understood material). Likewise, the educator/researcher stands to learn in this exchange as well. Specifically, the educator can learn the extent to which question format, an oft-neglected variable in classroom studies, influences both estimated values (magnitude) and accuracy prior to and immediately following test taking.

When calculating metacognitive accuracy, measures usually fall into one of two broad categories—calibration or absolute, and relative or resolution (Dunlosky & Lipko, 2007; Maki, 1998; Nelson, 1996). Measures from both categories provide different lenses through which one can evaluate accuracy. Studies conducted in classroom contexts have generally reported absolute measures indicating better-than-chance accuracy for both predictions and postdictions with postdictions being more accurate (Maki & McGuire, 2002). Absolute measures indicate the degree of match between estimated and actual performance or the relationship between overall estimates and actual performance computed as a between-groups correlation. The closer a group’s estimate is to actual performance, the better calibrated the estimate. The bias score, a common absolute measure, is calculated by subtracting one’s estimated performance from her actual performance. The closer to zero the bias score, the more accurate the individual’s judgment. Further, the score’s sign indicates overconfidence (positive sign) or underconfidence (negative sign). A shortcoming of absolute measures involves discrimination of memorability levels among tested items within participants, which is corrected by using within-subjects measures that assess relative accuracy.

Relative accuracy, or resolution (Koriat, 1997; Maki, 1998; Nelson, 1996), indicates the relationship between one’s judgments and performance on individual items or sets of items across groups of studied material (e.g., passages of texts). Unlike absolute measures, these measures indicate how well one can discriminate among items known well versus those known less well. For example, the closer to the value of one the Goodman-Kruskal gamma correlation, a common and preferred relative measure (Nelson, 1984, 1996) the more likely one’s ratings correspond with actual outcome (i.e., items with higher ratings are more likely to be correct compared to items with lower ratings). Note this correlation says nothing about how well one’s overall estimated performance compares to actual performance, which can be assessed using an absolute measure of accuracy such as the bias score. Even though one may demonstrate strong confidence as measured by bias scores, one may not be able to discriminate among items within a set, or vice versa. As is often the case, gamma is computed within individuals between one’s ratings and performance for each item or sets of items.

Question format can be expected to influence metacognitive judgments for several reasons. First, extending Koriat’s (1997) cue-utilization framework to metacognitive judgments in the current study, the process of reporting out one’s estimated performance is inferential in nature and influenced by different cues. One cue type, intrinsic cues, include factors associated with judged material such as a priori beliefs concerning question difficulty. Related to this idea, Bonner (2013) reviewed various test-taking strategies students may attempt when completing various question formats noting how some question formats allow for different types of strategies compared to other question formats. A key distinction Bonner noted and investigated was one of multiple-choice (MC) formats versus constructed response (CR) formats such as fill-in-the-blank (FIB). For MC items students are afforded potential strategies unlikely to occur for CR items. For example, students may use a process of elimination to arrive at correct answers when completing MC items compared to either true/false (T/F) items or FIB items (assuming no word bank is provided). For both T/F and MC items, students may engage in test wise strategies inapplicable for FIB items. Further, FIB items unlike either T/F or MC require students to recall answers. As a result, one may estimate worse performance on FIB items compared to
either T/F or MC items given recall tasks are generally more difficult, or require more cognitive processing, than recognition tasks. In line with this reasoning, Thiede (1996) reported higher ratings (i.e., performance estimates) for recognition items compared to recall items. In another study, Maki, Willimon, and Pletan (2009) reported higher overall ratings for MC items compared to both essay and recall tests. In a classroom context, de Carvalho Filho (2009) reported higher ratings for MC items compared to short answer items. One’s a priori knowledge concerning question difficulty contributes, in part, to this influence. But, properties inherent in the question in addition to one’s a priori knowledge could contribute as well and have yet to be identified.

Notwithstanding content or question difficulty inherent in question items, question format allows for different probabilities of correctly guessing an answer, which could skew accuracy for estimated performance (i.e., metacognitive judgments) as a result (Lichtenstein et al., 1982; McKenzie et al., 2001). The probability of correctly answering a T/F item due to chance is higher than it would be for a 4-choice alternative MC item. Consequently, the resulting discrepancy between estimated and actual performance on T/F items is arguably greater compared to MC items. As a result, the estimate’s accuracy for the T/F items compared to MC items decreases. Lichtenstein et al. (1982) noted a similar outcome referred to as the Hard-Easy effect in which absolute accuracy for more difficult items resulted in overconfidence contrasted with underconfidence for easier items. Assuming FIB items are most difficult while T/F items are easiest in terms of correctly guessing (i.e., 50% chance of correctly guessing), T/F items should yield underconfident ratings whereas FIB items should yield overconfident ratings. For MC items, based on findings from both lab and naturalistic studies (Hacker et al., 2000; Hawker et al., 2016), students should be overconfident but not as overconfident compared to FIB items. In general, question formats associated with higher chances of being correct should result in higher estimates yet yield lower accuracy compared to formats associated with lower chances of being correct.

Rarely have naturalistic studies investigated both predictions and postdictions using more than one type of question format. The majority of studies investigating predictions or postdictions have been limited to MC items (Foster et al., 2017; Grabe et al., 1990; Hacker et al., 2000; Leal, 1987; Shaughnessy, 1979; Sinkavich, 1995). Moreover, a number of studies have investigated only predictions (Grabe et al. 1990; Leal, 1987) or only postdictions (Callender et al., 2016; de Carvalho Filho, 2009; Dutke et al., 2010; Hawker et al., 2016; Shaughnessy, 1979; Sinkavich, 1995). Hacker et al. (2000) is believed to be the only known study to investigate both predictions and postdictions in a classroom context though they only used MC items.

Of the naturalistic studies reviewed, only two used more than one question format. Callender et al. (2016) used MC items and “other” items defined as matching, T/F, and short answer items, yet the researchers did not investigate the effect different formats had on postdictions. In a classroom context, de Carvalho Filho (2009) investigated the effect of question format (MC items and short answer items) on metacognitive judgments in the form of postdictions but not predictions. The present study attempted to replicate and extend findings reported in de Carvalho Filho by investigating the extent to which question format (i.e., T/F, MC, FIB items) influences both predictive and postdictive ratings (a.k.a., magnitude) and accuracy using two different measures for accuracy.

The purpose of the current study was to answer the following three questions:

1. **For which format do students provide the highest predictive and postdictive ratings (i.e., estimated performance in percentages)?**

   T/F items are expected to yield the highest ratings with FIB items being the lowest.

2. **For which format are students most overconfident and underconfident?**

   T/F items are expected to yield underconfident ratings with the other formats associated with overconfidence. It is unclear which format will result in being most accurate (i.e., bias scores closest to zero).

3. **For which format do students demonstrate highest relative accuracy (i.e., gamma correlations)?**

   Students should show higher gamma correlation values for FIB items compared to T/F items with MC items in between the two. For each research question, differences between predictions and postdictions were also investigated.

**METHOD**

**Participants**

Thirty-nine students (28 females, 11 males) enrolled in the Psychology of Gender, a lower division course, at a medium-sized Midwestern university located in the U.S. consented to allow the author to analyze their data for this project.

**Materials and Procedure**

Prior to the beginning of the semester in which the study took place, I received IRB approval. During the first week of class, I informed all students about the study and informed them that the tasks associated with the current study were considered part of the course’s requirements though they would not be graded on said activities. Next, I distributed consent forms. Students indicated on the forms whether they consented to allow me to analyze their responses on tasks for this investigation, folded the forms, and placed them in a manila envelope. I then reviewed the procedure for gathering predictions and postdictions noting that analysis of their predictions and postdictions would not occur until after grades were submitted and only for those students consenting for the study. Students were reminded that participation was completely voluntary and would not count towards their course performance in any way. After grades were submitted at the end of the semester, I opened the manila envelope to determine who consented to participate and thus whose data to analyze.

**Predictions**

On the day of each exam, immediately prior to the administration of the exam, students completed a form on which they predicted their exam performance for each type of question (i.e., T/F, MC, and FIB) on a scale ranging from 0% to 100%. The students’ predic-
tions represent the overall "magnitude" of their exam estimates listed in Table 1. They then folded their prediction forms in half and placed them in a manila envelope, which was then sealed for the duration of the semester. See Appendix A for the form used on the first exam. Forms used on subsequent exams were identical except for the chapter numbers listed.

Exams
After students returned prediction forms, they received the actual exam. See Appendix B for a sample template of the exam for one chapter of material. Students completed three exams each covering content from three chapters of the assigned textbook and corresponding lecture material. For each question format (i.e., T/F, MC, FIB), I wrote questions varying in difficulty (easy, medium, hard) and knowledge (factual, conceptual, and applied) levels. For each chapter covered on the exam, there were three sets of four questions per question format (i.e., four T/F items, four MC items, and four FIB items per chapter). Thus, there were a total of 36 items (3 chapters x 3 question formats x 4 question items). Here are sample questions taken from the first exam:

T/F: Sex refers to nonbiological mechanisms when referring to the two different sexes.

MC: Which of the following is a special sex tissue contained by both sexes of human fetuses during the first six weeks of uterine development, which has the potential to develop into either male or female sex structures?

a. Amygdala
b. Androgen
c. Anlagen
d. Testosterone

FIB: _____ biases include our values, beliefs, attitudes, and assumptions.

Postdictions
After completing each section of an exam delineated by Chapter and Question Format, students made postdictions using the same scale used for predictions as noted in Appendix B. The students' postdictions represent the overall magnitude of their exam estimates listed in Table 1. To avoid potential conflict of interest, I announced to students that the results of their postdictions would not be analyzed until after grades were submitted. Thus, after I returned the completed exams for students to review I then placed exams in manila envelopes and sealed them until after grades were submitted at the end of the semester.

**DESIGN AND DATA ANALYSIS**

The overarching design of the current study formed a 3 (Question Format: T/F, MC, and FIB) x 2 (Judgment: predictions and postdictions) repeated-measures design. As such, three 3 x 2 repeated-measures ANOVAs were conducted to test the research hypotheses as there were three primary dependent measures of interest: students’ estimated performance (a.k.a., overall magnitude of predictions and postdictions), students’ level of accuracy in terms of over- versus underconfidence measured using bias scores, and students’ level of accuracy in terms of resolution measured by calculating gamma correlations. Significant interactions were followed up with simple effects ANOVAs with alpha set to .025 to control for familywise error rates (all follow-up analyses employed Bonferroni corrections to control for familywise error rates in which alpha (.05) was divided by the number of analyses to be performed). Given there were three levels for Question Format (i.e., T/F, MC, and FIB), a significant simple effects analysis was followed up with pairwise comparisons setting alpha to .017.

Prior to starting each exam, students predicted their performance for each type of Question Format on a scale from 0% - 100% in terms of how confident they would perform. Students’ overall magnitude was calculated by computing the average estimates (see means in Table 1) of performance for each question type across three exams for both predictions and postdictions. Their estimates provided a measure of perceived difficulty with higher estimates indicating better performance and thus easier items whereas lower estimates indicated worse performance and thus harder items.

Bias scores, or the difference in value between students’ estimates and actual performance, provide two ways to evaluate metacognitive judgment accuracy. First, the sign of the bias score indicates whether students were either underconfident (negative sign) or overconfident (positive sign) with scores closer to zero indicating more accurate estimates. Thus, a score of zero indicates perfect accuracy (e.g., student predicts 85% and actually scores 85%). The averages of students’ bias scores were computed across all three exams (see “Bias Score” row under the heading of ‘Metacognitive Judgment Measure’ in Table 1) as a function of Question Format and Judgment Type and submitted into a 3 x 2 RM ANOVA. Next, to determine the extent to which bias scores deviated from zero, and thus inaccuracy, I ran single-sample t-tests with zero as the test value. Significant t-tests indicate strong bias whereas nonsignificant t-tests indicate less bias. Strong bias suggests room for improvement in terms of accurately estimating performance.

In contrast to bias scores, which compare overall estimates to overall performance resulting in an absolute, or global measure of accuracy, gamma correlations (hereafter referred to as the test accuracy measure). For improvement in terms of accurately estimating performance.

### Table 1. Mean Values on Dependent Measures as a Function of Question Format and Metacognitive Judgment Type

<table>
<thead>
<tr>
<th>Question Format &amp; Judgment Type</th>
<th>T/F Items</th>
<th>MC Items</th>
<th>FIB Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction</td>
<td>Postdiction</td>
<td>Prediction</td>
</tr>
<tr>
<td><strong>Magnitude</strong></td>
<td>M (SD)</td>
<td>M (SD)</td>
<td>M (SD)</td>
</tr>
<tr>
<td>Magnitude</td>
<td>78.37 (10.23)</td>
<td>84.23 (9.64)</td>
<td>80.97 (9.17)</td>
</tr>
<tr>
<td>Bias Score</td>
<td>-12.27** (10.76)</td>
<td>-6.49** (9.71)</td>
<td>3.52 (13.32)</td>
</tr>
<tr>
<td>Gamma</td>
<td>.07 (.65)</td>
<td>.35** (.48)</td>
<td>.28* (.52)</td>
</tr>
</tbody>
</table>

* p < .01 (single-sample t-tests)

** p < .001
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provide an accuracy measure of association between estimates and actual performance. Specifically, this correlational measure indicates the extent to which higher estimates (i.e., predictions and postdictions) correspond with better performance (i.e., actual performance). The resulting intracorrelations (i.e., correlation between estimated performance on sets of identically formatted items and performance on set of items) range from -1 to +1 with a value of positive one indicating perfect accuracy compared to correlations closer to zero, which suggest no relationship between estimates and actual performance. Thus, each student’s estimates for individual sets of T/F items were correlated with their performance on those sets of T/F items and likewise for the other formats. A total of 18 data points (e.g., 9 T/F estimates and 9 T/F actual scores) were correlated for each student per question format. The gammas (see “Gamma” row under the heading of “Metacognitive Judgment Measure” in Table 1), calculated individually for each student, were submitted into a 3 x 2 RM ANOVA and followed up with simple effects ANOVAs for each judgment type as a function of question format. Whereas ANOVAs indicate mean differences, they do not directly measure accuracy. Thus, single-sample t-tests were conducted to see whether gammas significantly differed from zero. Significance in this case suggests better than chance accuracy. For all the single-sample t-tests, alpha was set to .008 to control for familywise error rates given that there were six means to test. All aforementioned analyses were conducted using SPSS v25.

RESULTS
Overview
The results are organized around the three research questions mentioned previously:

1. Which question format do students perceive as the easiest?
2. For which question format are students more likely to be overconfident versus underconfident as indicated by bias scores? and
3. For which format are students most accurate as measured by bias scores and gamma correlations? Each research question was evaluated in terms of both predictions and postdictions.

Which Question Format Do Students Perceive as the Easiest?
The averages of students’ metacognitive judgment ratings in terms of overall magnitude for both predictions and postdictions (separately) were computed across all three exams as a function of Question Format (see row labeled “Magnitude” under the “Metacognitive Judgment Measure” heading in Table 1). Question Format significantly interacted with Judgment Type, F(1, 62, 59.88) = 15.85, MSE = 38.05, p < .001, η² = .30 (Greenhouse-Geisser corrected due to violation of sphericity). The significant interaction was followed up with two simple effects analyses to look at the effect of Question Format separately for each level Judgment Type. The simple effects analysis for students’ postdictions was also significant, F(2, 36) = 51.67, p < .001, η² = .740. In this case, however, students rated T/F items (M = 84.15, SD = 9.64) higher than both MC items (M = 80.13, SD = 12.24, p = .002) and FIB items (M = 63.48, SD = 17.65, p < .001).

For Which Question Format are Students Most Accurate as Assessed by Bias Scores?
Question Format significantly interacted with Judgment Type, F(1, 62, 59.88) = 15.85, MSE = 38.05, p < .001, η² = .30 (Greenhouse-Geisser corrected due to violation of sphericity). The significant interaction was followed up with two simple effects analyses to look at the effect of Question Format separately for each level Judgment Type on bias scores. The simple effects analysis for students’ predictive bias scores was significant, F(2, 36) = 63.87, p < .001, η² = .78. An inspection of pairwise comparisons indicated that students’ bias scores for MC items (M = 3.52, SD = 13.32) were most accurate (closest to zero) and differed from both T/F items (M = -12.27, SD = 10.76, p < .001) and FIB (M = 12.12, SD = 20.15, p < .002). The simple effects analysis for students’ postdictions was also significant, F(2, 36) = 51.67, p < .001, η² = .642. The trend for postdictions was similar for predictions in which students’ bias scores for MC items (M = 2.68, SD = 13.00) differed both T/F items (M = -6.49, SD = 9.71, p < .001) and FIB items (M = 7.94, SD = 20.15, p = .022). Thus, based on the signed differences, students’ bias scores indicated students were underconfident for T/F items, slightly overconfident for MC items, and most overconfident for FIB items.

Students’ predictive bias scores for T/F items significantly differed from zero, t(38) = -7.03, p < .001, d = 1.14 as did their postdictive bias scores t(38) = -4.31, p < .001, d = 1.12. Likewise, students’ predictive bias scores for FIB items also significantly differed from zero, t(38) = 3.71, p < .001, d = .60 along with their postdictive bias scores, t(38) = 3.49, p = .001, d = .56. Students’ predictive bias scores for MC items did not significantly differ from zero, t(38) = 1.63, p = .17, d = .27 nor did their postdictive bias scores, t(38) = 1.16, p = .26, d = .19. The result of bias scores for MC items not significantly differing from zero indicates students’ accuracy was best for MC items compared to either T/F or FIB items.

For Which Question Format are Students Most Accurate as Assessed by Gammas?
Question Format significantly interacted with Judgment Type, F(2, 62) = 5.49, MSE = .18, p = .006, η² = .15. The simple effects analysis for students’ predictive gamma correlations was nonsignificant, F(2, 30) = 1.99, p = .154, η² = .12 indicating that Question Format did not influence students’ accuracy when making predictions. The simple effects analysis for students’ postdictive gamma correlations was significant, F(2, 30) = 10.62, p < .001, η² = .42. An inspection of the pairwise comparisons indicated that students’ postdictive gammas for FIB items (M = .60, SD = .39) were significantly higher than both T/F items (M = .35, SD = .48, p < .001) and MC items (M = .31, SD = .50, p = .005). Thus, students’ gamma correlations indicated students were most accurate when postdicting performance FIB items compared to performance on both T/F and MC items.
Next, gammas were analyzed using single-sample t-tests to determine which gammas significantly differed from zero indicating better than chance accuracy. A summary of statistically significant findings is presented in Table 1 (see footnotes). Students' predictions were better than chance for only MC items, $t(37) = 3.31, p = .002, d = .54$ whereas their postdictions were better than chance for all three question types: T/F items $t(31) = 4.14, p < .001, d = .73$; MC items $t(36) = 3.76, p < .001, d = .62$; FIB items $t(38) = 9.51, p < .001, d = 1.52$.

**DISCUSSION**

The current study investigated the effect of the format of exam questions on students' metacognitive judgments for exam performance in a classroom context. Students' predictions and postdictions were analyzed in terms of overall ratings indicating estimated percentages correct (i.e., magnitude of ratings). This measure provides information about students' perception of difficulty associated with question formats. In contrast to magnitude, accuracy was measured using two indices. Absolute accuracy was measured using bias scores to provide an index of how over-versus underconfident students were when predicting and postdicting their performance. And, relative accuracy was measured using gamma correlations providing an index of resolution or the degree to which students' ratings related to performance. This study is unique in that students' estimated performance was analyzed as a function of question format (i.e., T/F, MC, and FIB) and judgment type (i.e., predictions and postdictions) in a classroom context.

Based on overall magnitude of exam performance, students perceived FIB items as most difficult compared to T/F and MC items for both predictions and postdictions. This finding, in part, replicates one of de Carvalho Filho's (2009) findings in which students rated MC items more confidently than short-answer items. Several researchers have reported similar findings in the lab when comparing recognition with recall queries (Maki et al. 2009; Miesner & Maki 2007; Thiede 1996). Such findings are in accord with an extension of Koria's (1997) Cue Utilization Theory. More specifically, metacognitive judgments are in part informed by one's knowledge concerning item difficulty (e.g., FIB items are harder than MC items) referred to as an intrinsic cue. Thus, individuals' a priori theory concerning question format (i.e., which format is easier) influences their metacognitive judgments, which is also in line with Flavell's (1979) concept of metacognitive knowledge (i.e., one's knowledge of factors influencing cognitive performance). Given the results along with previous findings concerning this distinction between question formats, educators can provide students with information in advance of exams in class. Students could then make a more informed decision as they set out to study for upcoming exams with different question formats. Perceived difficulty may impact testing anxiety with more difficult question formats increasing anxiety while testing. Knowing in advance the nature of the exam could potentially lower anxiety especially if practice, or sample, items were provided in advance of testing.

Students estimates of exam performance were also evaluated in terms of accuracy with the first measure of accuracy, bias scores, providing an index of over- versus underconfidence. Extreme over- and underconfident bias scores suggests there is room for improvement when estimating exam performance. The significant interaction between Question Type and Judgment indicated that students' predictions were more extreme especially when estimating performance for T/F items and overconfident for FIB items. Compared to postdictive bias scores, students performed better than expected on T/F items and worse than expected on FIB items. These findings are in accord with the Hard-Easy effect (Lichtenstein & Fischhoff, 1977; Lichtenstein et al., 1982). Accordingly, individuals are more likely to exhibit underconfidence for “easy” items and overconfidence for “hard” items. Thus, it is unclear whether students really did know more than they thought for T/F items, or whether the difference was due in part to correctly guessing, a likely factor. Students are most accurate at gauging how well they will do on MC items compared to T/F and FIB items prior to taking exams (predictive bias scores) and afterwards (postdictive bias scores). Thus, when using T/F and FIB items on exams, educators are urged to inform students about the potential biases that may affect their estimated scores which can in turn influence study methods. If students are planning to prepare for T/F items compared to FIB items, they may be better off allocating more effort towards preparing for FIB items relative to T/F items given the tendency to perform better on T/F items and worse on FIB items relative to their initial estimates. This recommendation assumes students know in advance which question formats will be on exam.

In addition to over- versus underconfidence, bias scores were tested against zero to see which question formats resulted in the best absolute accuracy. In this case, scores closer to zero indicate greater accuracy. Thus, if a score significantly differs from zero, then it would not be considered very accurate. Bias scores for T/F and FIB items significantly differed from zero, whereas scores for MC items did not significantly differ from zero. Thus, students were most accurate for MC items. Students presumably get more practice with MC items compared to the other formats. And, students' chances of correctly guessing are increased for T/F items relative to either MC or FIB items. Thus, there is an increased chance of getting items correct when one does not know the items. To ameliorate this chance of correctly guessing, educators are encouraged to provide students with formative assessments using T/F and FIB items for students to get a better sense of how well they will do. For example, in their lab study, Smith and Karpicke (2014) found retrieval practice to help students learn more effectively regardless of question format (i.e., MC, short-answer, and hybrid) compared to study alone. Studying in the format of retrieval practice may lead to less bias and more effective allocation of study time when preparing for these question formats.

An additional measure of accuracy, gammas, was calculated to assess students' relative accuracy (Nelson 1984, 1996) as a function of Question Format and Judgment Type. For this measure, postdictions significantly differed as a function of Question Format whereas predictions did not. Overall, students more accurately postdicted performance compared to predicted performance. The increased accuracy for postdictions replicated previous findings (Hacker et al. 2000; Maki et al. 2009; Pierce & Smith 2001). The better accuracy for postdictions may be taken as support for the Accessibility model (Koriat, 1993). Given that more information on which to make estimates is provided for postdiction queries compared to prediction queries. Follow-up comparisons for postdictions indicated students' greater postdictive accuracy stemmed FIB items compared to both T/F and MC items.

Like bias scores, gammas can also be tested against zero. Unlike bias scores, statistical significance indicates greater than
chance accuracy. In terms of predictions, students showed above chance accuracy for only MC items whereas for postdictions students showed above chance accuracy for all three question formats. This finding suggests that students are able to predict performance for MC items better than either T/F or FIB items in terms of relative accuracy. And, students have much better accuracy after taking exams. As noted earlier, if instructors are constructing exams using multiple question formats, attention should be given to formats other than MC items to give students a better sense of how likely they might perform. For example, using formative assessments utilizing question formats to be used on summative assessments is recommended. Doing so will provide students with practice so they can better gauge how well they will perform and thus contribute to their metacognitive skills for completing such items. Better yet, having students predict and postdict performance for low stakes practice quizzes/exams could inform students about their abilities and alert them to potential biases impacting their performance. Knowing more about what question formats will appear on upcoming exams can then help students study more effectively by practicing with those types of questions formats.

As with any naturalistic study, certain limitations are inherent, and some may be addressed in future studies. As is well known, random sampling (selection) increases external validity. Students in the present study were not randomly sampled. Thus, it is unclear whether the findings reported here will generalize to other college students. Another limitation involved a potential conflict of interest. I was the instructor of record and while students’ predictions were secured until after grades were submitted, their postdictions were evident on returned exams. Thus, students may have responded differently than if the postdictions were kept confidential until after grades were submitted. To partially address this issue, students were informed that postdictions were considered part of the exam but were not graded. Additionally, students were informed that analysis of both predictions and postdictions would not be analyzed until after grades were submitted. To resolve this limitation in the future, researchers could run a similar study in a course for which they are not the instructor of record. The current sample consisted of psychology students, thus it’s unclear how well these findings would transfer to different disciplines. Another limitation involved quality control of questions (e.g., item analyses). It is unclear how good, or poor, the questions were, which could have influenced both magnitude and accuracy of estimates. To address this issue de Carvalho Filho (2009) addressed this in his study by using questions from a test bank involving T/F and MC items. Previous research has also used stem-equivalent items (Bonner, 2013) for multiple question formats. In addition to controlling for difficulty, future research could also control for level of knowledge assessed (e.g., recognition vs. application), which is commonly reported in exam test banks. Another limitation was that the order of question format (i.e., T/F, MC, FIB) for predictions as well as postdictions remained constant. Would findings differ if the order was randomized for each exam? One could potentially randomize or counterbalance sections of question formats. Another limitation was not measuring students’ academic aptitude (e.g., grade point average). Numerous studies have shown that stronger performing students generally show better metacognitive accuracy compared to weaker performing students (Hacker et al., 2000; Kruger & Dunning, 1999; Miller & Geraci, 2011). Though there are a number of limitations, this study provides future research with a basis on exploring the effect of multiple question formats on both predictive and postdictive metacognitive judgments and accuracy indices. Further, the results of this study underscore the importance of question format on metacognitive judgments, absolute accuracy of metacognitive judgments as measured by bias scores, and relative accuracy of metacognitive judgments as measured by gamma correlations.

CONCLUSION
This project endeavored to contribute to the lack of research addressing metacognition in a classroom setting involving metacognitive judgments and question formats. It is hoped that this investigation provides others with potential leads for further research as well as provide educators with ideas on how to address identified biases associated with question formats. Future research could look more closely at the properties of questions associated with either Bloom’s Taxonomy (Anderson & Krathwohl, 2001) or Webb’s Depth of Knowledge (Webb, 1997) in terms of what results in greater or lesser metacognitive awareness. Additionally, this investigation provides a different means (i.e., naturalistic manner) of assessing theory (e.g., Koriat’s Cue-Utilization Model) used to understand metacognition. Ideally, an efficient theory of metacognition should accommodate findings from the lab and the classroom.

Going forward educators can use findings from the current study to inform their own instructional practices concerning test taking by informing students of potential metacognitive biases associated with different question formats, which is especially stronger for T/F and FIB items compared to MC items particularly when it comes to predicting future performance. Knowing that I, as a student, am likely to be less accurate when estimating future performance may in turn influence the manner in which I study for upcoming exams. In doing so, students should be able to more accurately gauge how well they think they have prepared for exams containing a variety of question formats thereby increasing their overall metacognitive awareness. I emphasize “should” in this previous sentence as this assertion is another avenue for future research. Now that we know certain question format types (especially T/F and FIB) bias students metacognitive judgments in terms of both magnitude and accuracy, what are the best ways to reduce the bias? One potentially helpful intervention for this question is a post-test analysis (Achacoso, 2004) or exam wrapper (Lovett, 2013) in which students not only estimate their performance but reflect on factors associated with their exam preparation and exam performance. Some research has shown that this type of intervention may provide students with the necessary insight to adapt their study strategies for improved exam performance (Edlund, 2020; Stephan et al., 2019; Trogden & Royal, 2019).
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**APPENDIX A**

**Participant ID:** __________

**Instructions:** First, fill in the blank for the Participant ID with any numeric, alphanumeric, or name you can think of. Remember this ID for your exam. There are nine slots for you to report your predictions. Each slot represents the question type and chapter for the question type. Please make a prediction on a scale of 0 – 100 indicating the percentage of questions you predict you will get correct. There are only four questions of a particular type (e.g., true-false) per chapter. Thus, if you write 0, 25, 50, 75, 100, then you are predicting that you will get 0, 1, 2, 3, or 4 correct, respectively. Please do not feel constrained by the scale. That is, use any number that corresponds to how much you feel you will get correct. For example, if you feel extremely confident that you will correctly answer 3 true-false questions for Chapter 1, but you might get 4, then you might put some number between 75 and 100 in the appropriate table cell. If you have any questions about this procedure, do not hesitate to ask me!!

<table>
<thead>
<tr>
<th>{Respond from 0 – 100 (%)}</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question Format</strong></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>True-False</td>
<td></td>
</tr>
<tr>
<td>Multiple-Choice (4-alternative)</td>
<td></td>
</tr>
<tr>
<td>Fill in the Blank</td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER # MATERIAL

1. T  F  True-False Item 1  
2. T  F  True-False Item 2  
3. T  F  True-False Item 3  
4. T  F  True-False Item 4  

On a scale of 0 (absolutely nothing) to 100 (absolutely all), indicate how well you performed: _____

5. Multiple Choice Item 1  
6. Multiple Choice Item 2  
7. Multiple Choice Item 3  
8. Multiple Choice Item 4  

On a scale of 0 (absolutely nothing) to 100 (absolutely all), indicate how well you performed: _____

9. Fill-in-the-blank Item 1  
10. Fill-in-the-blank Item 2  
11. Fill-in-the-blank Item 3  
12. Fill-in-the-blank Item 4  

On a scale of 0 (absolutely nothing) to 100 (absolutely all), indicate how well you performed: _____