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COHEN FACTORIZATIONs: WEAK FUNCTORIALITY AND APPLICATIONS

SAEED NASSEH AND SEAN SATHER-WAGSTAFF

To Hans-Bjørn Foxby on the occasion of his sixty-fifth birthday

Abstract. We investigate Cohen factorizations of local ring homomorphisms from three perspectives. First, we prove a “weak functoriality” result for Cohen factorizations: certain morphisms of local ring homomorphisms induce morphisms of Cohen factorizations. Second, we use Cohen factorizations to study the properties of local ring homomorphisms (Gorenstein, Cohen-Macaulay, etc.) in certain commutative diagrams. Third, we use Cohen factorizations to investigate the structure of quasi-deformations of local rings, with an eye on the question of the behavior of CI-dimension in short exact sequences.

1. Introduction

Convention. Throughout this paper, the term “ring” is short for “commutative noetherian ring with identity”. A local ring is “complete” when it is complete with respect to its maximal ideal. Let $R$, $S$, and $T$ be rings.

Cohen factorizations were introduced in [9] as tools to study local ring homomorphisms. (See Section 2 for definitions and background material.) The utility of these factorizations can be seen in their many applications; see, e.g., [3, 4, 6, 7, 8, 13, 22, 28]. The main point of this construction is that it allows one to study a local ring homomorphism by replacing it with a surjective one; thus, one can assume that the target is finitely generated over the source, so one can apply finite homological algebra techniques.

In Section 3 of this paper, we investigate functorial properties of Cohen factorizations. The main result of this section is the following; its proof is in 3.4. Example 3.5 shows that the separability assumptions (2) are necessary.

Theorem A. Consider a commutative diagram of local ring homomorphisms

\[
\begin{array}{ccc}
(R, m) & \xrightarrow{\varphi} & (S, n) \\
\alpha \downarrow & & \downarrow \beta \\
(\tilde{R}, \tilde{m}) & \xrightarrow{\tilde{\varphi}} & (\tilde{S}, \tilde{n})
\end{array}
\]  

(A.1)

with the following properties:
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(1) $\alpha$ and $\varphi$ have regular factorizations $R \xrightarrow{\dot{\alpha}} R'' \xrightarrow{\dot{\alpha}'} \tilde{R}$ and $R \xrightarrow{\dot{\varphi}} R' \xrightarrow{\dot{\varphi}'} S$, e.g., $\tilde{R}$ and $S$ are complete,

(2) $\tilde{S}$ is complete, and the field extensions $R/m \to \tilde{R}/\tilde{m} \to \tilde{S}/\tilde{n}$ are separable.

Let $S \xrightarrow{\bar{\beta}} S' \xrightarrow{\bar{\beta}'} \tilde{S}$ and $\tilde{R} \xrightarrow{\bar{\varphi}} \tilde{R}' \xrightarrow{\bar{\varphi}'} \tilde{S}$ be Cohen factorizations of $\beta$ and $\varphi$. Then there is a commutative diagram of local ring homomorphisms

$$
\begin{array}{ccc}
R & \xrightarrow{\dot{\varphi}} & R' \xrightarrow{\varphi'} S \\
\downarrow{\dot{\alpha}} & & \downarrow{\beta} \\
R'' & \xrightarrow{\dot{\alpha}'} & \tilde{R}' \xrightarrow{\varphi'} \tilde{S} \\
\downarrow{\alpha'} & & \downarrow{\beta'} \\
R & \xrightarrow{\dot{\varphi}} & \tilde{R}' \xrightarrow{\varphi'} \tilde{S}
\end{array}
$$

such that the diagrams $R' \xrightarrow{\dot{\gamma}} \tilde{R}'$ and $R'' \xrightarrow{\dot{\gamma}} T \xrightarrow{\gamma} \tilde{R}'$ are minimal Cohen factorizations.

We think of this as a result about functoriality of regular (e.g., Cohen) factorizations as follows. The diagram (A.1) is a morphism in the category of local ring homomorphisms. Our result provides the following commutative diagram of local ring homomorphisms where $\gamma = \gamma' \dot{\gamma}$

$$
\begin{array}{ccc}
R & \xrightarrow{\dot{\varphi}} & R' \xrightarrow{\varphi'} S \\
\downarrow{\alpha} & & \downarrow{\beta} \\
R & \xrightarrow{\dot{\varphi}} & \tilde{R}' \xrightarrow{\varphi'} \tilde{S}
\end{array}
$$

which is a morphism in the category of regular factorizations. Of course, the operation that maps a local ring homomorphism to a regular (or Cohen) factorization is not well-defined; hence our terminology “weak functoriality”.

Given a diagram (A.1) where $\alpha$ and $\beta$ are “nice”, the maps $\varphi$ and $\bar{\varphi}$ are intimately related. This maxim is the subject of Section 4 which culminates in the proof of the next result. It is one of the applications of Cohen factorizations mentioned in the title; see 4.9 for the proof.

**Theorem B.** Consider a commutative diagram of local ring homomorphisms

$$
\begin{array}{ccc}
(R, m) & \xrightarrow{\varphi} & (S, n) \\
\downarrow{\alpha} & & \downarrow{\beta} \\
(\tilde{R}, \tilde{m}) & \xrightarrow{\bar{\varphi}} & (\tilde{S}, \tilde{n})
\end{array}
$$

such that $\alpha$ is weakly Cohen, $\beta$ is weakly regular, and the induced map $\tilde{R}/\tilde{m} \to \tilde{S}/\tilde{n}$ is separable. Let $P$ be one of the following conditions: Gorenstein, quasi-Gorenstein, complete intersection, Cohen-Macaulay, quasi-Cohen-Macaulay. Then $\varphi$ is $P$ if and only if $\bar{\varphi}$ is $P$.

Section 4 also contains, among other things, a base change result for CI-dimension and CM-dimension (Proposition 4.7) which may be of independent interest.
The paper concludes with Section 5 which is devoted almost entirely to the proof of the next result; see 5.2. It is another application of Cohen factorizations. Also, it is related to the short exact sequence question for CI-dimension, as we describe in Remark 5.1.

**Theorem C.** For \( i = 1, 2 \) let \( (R, m, k) \xrightarrow{\varphi_i} (R_i, m_i, k_i) \xrightarrow{\tau_i} (Q_i, n_i, k_i) \) be a quasi-deformation such that the field extension \( k \to k_i \) is separable.

(a) Then there exists a commutative diagram of local ring homomorphisms

\[
\begin{array}{c}
(Q_1, n_1, k_1) \\ \sigma_1 \delta_1 \searrow \ \\
(R_1, m_1, k_1) \\ \varphi_i \\ (R, m, k) \\ \sigma_1 \beta_1 \searrow \\
(R_2, m_2, k_2) \\ \tau_2 \\ (Q_2, n_2, k_2) \\
\end{array}
\]

\[
\begin{array}{c}
(Q_4, n_4, k_4) \\ \tau_1 \\ (Q_1, n_1, k_1) \\
\end{array}
\]

such that \( \alpha' \) is flat, each map \( \sigma_i \delta_i \) is weakly Cohen, and each map \( \tau_i \) is surjective. (See the proof for an explanation of the labels \( \delta_i, \sigma_i \), etc.)

(b) Assume that each map \( \varphi_i \) is weakly Cohen. Then the maps in diagram (C.1) satisfy the following properties for \( i = 1, 2 \):

(b1) The maps \( R_i \to R' \) are weakly Cohen.

(b2) The diagram \( R \to R' \to Q_1 \) is a quasi-deformation and each parallelogram diagram is a pushout.

(b3) Given a \( R \)-module \( M \), if \( \text{pd}_{Q_i}(M \otimes_R R_i) < \infty \), then \( \text{pd}_{Q_i}(M \otimes_R R') < \infty \).

As the list of references indicates, this work is built on ideas pioneered by Hans-Bjørn Foxby, his collaborators, and his students. We are deeply grateful to him for his many contributions to this field through his research and his support.

2. Background

This section lists important foundational material for use in the rest of the paper.

**Factorizations.**

**Definition 2.1.** Let \( \varphi : (R, m) \to (S, n) \) be a local ring homomorphism.

(a) The embedding dimension of \( \varphi \) is \( \text{edim}(\varphi) = \text{edim}(S/mS) \).

(b) The map \( \varphi \) is weakly regular if it is flat and the closed fiber \( S/mS \) is regular.

(c) The map \( \varphi \) is a weakly Cohen if it is weakly regular, and the induced field extension \( R/m \to S/n \) is separable, e.g., if \( \text{char}(R/m) = 0 \) or \( R/m \) is perfect of positive characteristic.

(d) The map \( \varphi \) is Cohen if it is weakly Cohen such that \( n = mS \), that is, it is weakly Cohen such that the closed fiber is a field.

**Fact 2.2.** Let \( R \xrightarrow{\varphi} S \xrightarrow{\psi} T \) be weakly regular local ring homomorphisms. Then the composition \( \psi \varphi \) is weakly regular such that \( \text{edim}(\psi \varphi) = \text{edim}(\psi) + \text{edim}(\varphi) \); see [22, 5.9].

The central objects of study for this paper, defined next, are from the work of Avramov, Foxby, and B. Herzog [9].

**Definition 2.3.** Let \( \varphi : (R, m) \to (S, n) \) be a local ring homomorphism.

(a) A regular factorization of \( \varphi \) is a diagram of local homomorphisms \( R \xrightarrow{\varphi} R' \xrightarrow{\varphi'} S \) such that \( \varphi = \varphi' \hat{\varphi} \), the map \( \hat{\varphi} \) is weakly regular, and \( \varphi' \) is surjective.
(b) A Cohen factorization of \( \varphi \) is a regular factorization \( R \xrightarrow{\hat{\varphi}} R' \xrightarrow{\varphi'} S \) of \( \varphi \) such that \( R' \) is complete.

(c) A comparison of one Cohen factorization \( R \xrightarrow{\hat{\varphi}} R' \xrightarrow{\varphi'} S \) of \( \varphi \) to another one \( R \xrightarrow{\hat{\varphi}'} R'' \xrightarrow{\varphi''} S \) is a local homomorphism \( \upsilon: R' \to R'' \) making the following diagram commute:

\[
\begin{array}{ccc}
R' & \xrightarrow{\upsilon} & R'' \\
\downarrow{\varphi'} & & \downarrow{\varphi''} \\
S & & S
\end{array}
\]

(d) The semicompletion of \( \varphi \), denoted \( \hat{\varphi}: R \to \hat{S} \), is the composition of \( \varphi \) with the natural map \( S \to \hat{S} \).

**Remark 2.4.** Let \( R \xrightarrow{\hat{\varphi}} R' \xrightarrow{\varphi'} S \) be a regular factorization of a local ring homomorphism \( \varphi: R \to S \). The surjective homomorphism \( \varphi': R' \to S \) induces a surjective homomorphism \( R'/mR' \to S/mS \) which implies that \( \text{edim}(\hat{\varphi}) \geq \text{edim}(\varphi) \). Since \( \hat{\varphi} \) is weakly regular, we conclude that

\[
\text{dim}(R') - \text{dim}(R) = \text{edim}(\hat{\varphi}) \geq \text{edim}(\varphi).
\]

**Definition 2.5.** A regular factorization \( R \xrightarrow{\hat{\varphi}} R' \xrightarrow{\varphi'} S \) of a local ring homomorphism \( \varphi: R \to S \) is minimal if \( \text{dim}(R') - \text{dim}(R) = \text{edim}(\hat{\varphi}) \).

**Fact 2.6.** Let \( \varphi: (R, m) \to (S, n) \) and \( \psi: S \to T \) be local ring homomorphisms.

(a) By [9, (1.1) Theorem and (1.5) Proposition], if \( S \) is complete, then \( \varphi \) has a minimal Cohen factorization. Since \( \hat{S} \) is complete, it follows that the semicompletion \( \hat{\varphi}: R \to \hat{S} \) has a minimal Cohen factorization.

(b) If \( \varphi \) is surjective, \( \psi \) is weakly regular, and \( T \) is complete, then in any minimal Cohen factorization \( R \to R' \to T \) of the composition \( \psi \circ \varphi \), we have \( T \cong R' \otimes_R S \), that is, the diagram

\[
\begin{array}{ccc}
R & \to & R' \\
\downarrow & & \downarrow \\
S & \to & T
\end{array}
\]

is a pushout; see the proof of [9] (1.6) Theorem).

(c) Assume that \( S \) is complete, and consider two Cohen factorizations \( R \to R' \to S \) and \( R \to R'' \to S \) of \( \varphi \). If the extension \( R/m \to S/n \) is separable, then there is a comparison \( \upsilon: R' \to R'' \) of the first factorization to the second one; moreover, if both Cohen factorizations are minimal, then any comparison between them is an isomorphism. See [9] (1.7) Proposition).

**Homological Notions.**

**Definition 2.7.** The flat dimension of a local ring homomorphism \( \varphi: R \to S \) is \( \text{fd}(\varphi) = \text{fd}_R(S) \).

The remaining aspects of this subsection use the derived category, so we specify some notations. References on the subject include [14] 20 30 31.
Definition 2.8. The derived category of the category of \( R \)-modules is denoted \( \mathcal{D}(R) \). The objects of this category are the \( R \)-complexes which we index homologically:

\[
X = \cdots \to X_i \to X_{i-1} \to \cdots
\]

Let \( X \) and \( Y \) be \( R \)-complexes. We say that \( X \) is homologically bounded if \( H_i(X) = 0 \) for \( |i| \gg 0 \), and \( X \) is homologically finite if the total homology module \( H(X) = \oplus_{i \in \mathbb{Z}} H_i(X) \) is finitely generated over \( R \). The supremum, infimum, and amplitude of \( X \) are

\[
\begin{align*}
sup(X) &= \sup \{ i \in \mathbb{Z} \mid H_i(X) \neq 0 \} \\
inf(X) &= \inf \{ i \in \mathbb{Z} \mid H_i(X) \neq 0 \} \\
amp(X) &= sup(X) - inf(X).
\end{align*}
\]

The derived functors of Hom and tensor product are denoted \( \mathcal{R} \text{Hom}_R(-,-) \) and \( - \otimes^L_R - \). For each \( i \in \mathbb{Z} \), set \( \text{Ext}^i_R(X,Y) := H^{-i}(\mathcal{R} \text{Hom}_R(X,Y)) \).

The next definition originates with work of Auslander and Bridger [1, 2].

Definition 2.9. Let \( X \) be a homologically finite \( R \)-complex. Then \( X \) is derived reflexive if \( \mathcal{R} \text{Hom}_R(X,R) \) is homologically finite (that is, homologically bounded) and the natural biduality map \( X \to \mathcal{R} \text{Hom}_R(\mathcal{R} \text{Hom}_R(X,R),R) \) is an isomorphism in \( \mathcal{D}(R) \). The \( G \)-dimension of \( X \) is

\[
\text{G-dim}_R(X) := \begin{cases} -\inf(\mathcal{R} \text{Hom}_R(X,R)) & \text{if } X \text{ is derived reflexive over } R \\ \infty & \text{otherwise.} \end{cases}
\]

Remark 2.10. For a finitely generated \( R \)-module, the \( G \)-dimension defined above is the same as the one defined by Auslander and Bridger; see [32, 2.7. Theorem]. More generally, the \( G \)-dimension of a homologically finite \( R \)-complex has a similar interpretation by Christensen [11, (2.3.8) GD Corollary].

Given a finitely generated \( R \)-module \( M \), the fact that \( \text{Ext}^i_R(M,R) = 0 \) for all \( i > \text{G-dim}_R(M) \) implies that \( \text{grade}_R(M) \leq \text{G-dim}_R(M) \). This motivates the next definition.

Definition 2.11. A finitely generated \( R \)-module \( M \) is \( G \)-perfect if \( \text{grade}_R(M) = \text{G-dim}_R(M) \).

We proceed with CI-dimension of Avramov, Gasharov, and Peeva [10, 27, 28] and Gerko’s CM-dimension [15].

Definition 2.12. Consider a diagram \( R \xrightarrow{\varphi} R' \xleftarrow{\tau} Q \) of local ring homomorphisms such that \( \varphi \) is flat, and \( \tau \) is surjective. Such a diagram is a \( G \)-quasi-deformation if \( R' \) is \( G \)-perfect as a \( Q \)-module. Such a diagram is a quasi-deformation if \( \text{Ker}(\tau) \) is generated by a \( Q \)-regular sequence.

Definition 2.13. Let \( X \) be a homologically finite complex over a local ring \( R \). The \( CM \)-dimension and \( CI \)-dimension of \( X \) are

\[
\begin{align*}
\text{CM-dim}_R(X) := & \inf \left\{ \text{G-dim}_Q(R' \otimes^L_R X) - \text{G-dim}_Q(R') \middle| R \to R' \leftarrow Q \text{ is a } \text{G-quasi-deformation} \right\} \\
\text{CI-dim}_R(X) := & \inf \left\{ \text{pd}_Q(R' \otimes^L_R X) - \text{pd}_Q(R') \middle| R \to R' \leftarrow Q \text{ is a } \text{quasi-deformation} \right\}.
\end{align*}
\]
Fact 2.14. Let \( \alpha' : (R', m', k') \to (\widehat{R'}, \widehat{m'}, \widehat{k'}) \) be a flat local ring homomorphism, and let \( M \) be a homologically finite \( R' \)-complex. The proof of \([10]\) (1.11) Proposition shows that CI-dim \( \widehat{R'}(\widehat{R'} \otimes_{R'}^L M) \geq \) CI-dim \( R' \) (M) with equality holding when CI-dim \( \widehat{R'}(\widehat{R'} \otimes_{R'}^L M) < \infty \). A similar argument shows that CM-dim \( \widehat{R'}(\widehat{R'} \otimes_{R'}^L M) \geq \) CM-dim \( R' \) (M) with equality holding when CM-dim \( \widehat{R'}(\widehat{R'} \otimes_{R'}^L M) < \infty \).

Definition 2.15. Assume that \((R, m, k)\) is local, and let \( X \) be a homologically finite \( R \)-complex. For \( i \in \mathbb{Z} \), the \( i \)th Bass number and Betti number of \( X \) are \( \mu^i_R(X) = \text{rank}_k(\text{Ext}_R^i(k, X)) \) and \( \beta^i_R(X) = \text{rank}_k(\text{Tor}_R^i(X, k)) \). The Bass series and Poincaré series of \( X \) are the formal Laurent series \( \mu^i_R(t) = \sum_{i \in \mathbb{Z}} \mu^i_R(X)t^i \) and \( P^i_R(t) = \sum_{i \in \mathbb{Z}} \beta^i_R(X)t^i \).

Definition 2.16. A homologically finite \( R \)-complex \( C \) is semidualizing for \( R \) if the natural morphism \( R \to \mathbf{R}\text{Hom}_R(C, C) \) is an isomorphism in \( D(R) \). A dualizing complex for \( R \) is a semidualizing complex \( D \) of finite injective dimension, i.e., such that \( D \) is isomorphic in \( D(R) \) to a bounded complex of injective \( R \)-modules.

Remark 2.17. Assume that \( R \) is local. Then \( R \) has a dualizing complex if and only if it is a homomorphic image of a Gorenstein local ring; one implication is from Grothendieck and Hartshorne \([20]\), and the other is by Kawasaki \([23]\). In particular, a complete local ring has a dualizing complex.

Properties of Ring Homomorphisms.

The first notion in this subsection is from Avramov \([3]\).

Definition 2.18. Let \( \varphi : R \to S \) be a local ring homomorphism. Given a Cohen factorization \( R \xrightarrow{\phi'} R' \xrightarrow{\varphi'} \hat{S} \) of the semicompletion \( \hat{\varphi} : R \to \hat{S} \), we say that \( \varphi \) is complete intersection if \( \text{Ker}(\varphi') \) is generated by an \( R' \)-regular sequence.

Remark 2.19. Let \( \varphi : R \to S \) be a local ring homomorphism. The complete intersection property for \( \varphi \) is independent of the choice of Cohen factorization by \([3]\) (3.3) Remark. Also \( R \) and \( \varphi \) are complete intersection if and only if \( S \) is complete intersection and \( \text{fd} (\varphi) \) is finite; see \([3]\) (5.9), (5.10), and (5.12)].

The next notion is mostly due to Avramov and Foxby \([7]\), with some contributions from Iyengar and Sather-Wagstaff \([22]\).

Definition 2.20. Let \( \varphi : R \to S \) be a local ring homomorphism. Given a Cohen factorization \( R \xrightarrow{\varphi'} R' \xrightarrow{\quad \hat{\varphi} \quad} \hat{S} \) of the semicompletion \( \hat{\varphi} : R \to \hat{S} \), we set

\[
\text{G-dim}(\varphi) := \text{G-dim}_{R'}(\hat{S}) - \text{edim}(\hat{\varphi}).
\]

Remark 2.21. The G-dimension of a local homomorphism is independent of the choice of Cohen factorization by \([22]\) 3.2. Theorem.

Definition 2.22. Let \( \varphi : R \to S \) be a local ring homomorphism, and let \( D^R \) be a dualizing complex for \( R \). A dualizing complex for \( \varphi \) is a semidualizing \( S \)-complex \( D^\varphi \) such that \( D^R \otimes_R^L (\hat{S} \otimes_S^L D^\varphi) \) is a dualizing complex for \( \hat{S} \).

Fact 2.23. Let \( \varphi : R \to S \) be a local ring homomorphism of finite G-dimension, e.g., finite flat dimension; see \([7]\) (4.4.2)]. If \( S \) is complete, then \( \varphi \) has a dualizing complex by \([7]\) (6.7) Lemma]; specifically, given a Cohen factorization \( R \to R' \to S \) of \( \varphi \), the \( S \)-complex \( \mathbf{R}\text{Hom}_R(S, R') \) is dualizing for \( \varphi \). In particular, the semicompletion \( \hat{\varphi} : R \to \hat{S} \) has a dualizing complex.
Next are some notions of Avramov and Foxby \cite{7} and Frankild \cite{13}.

**Definition 2.24.** Let \( \varphi: R \to S \) be a local ring homomorphism of finite G-dimension and let \( D^\varphi \) be a dualizing complex for the semicompletion \( \hat{\varphi}: R \to \hat{S} \). The **quasi-Cohen-Macaulay defect** of \( \varphi \) is \( \text{qcmd}(\varphi) := \text{amp}(D^\varphi) \), and \( \varphi \) is **quasi-Cohen-Macaulay** if \( \text{qcmd}(\varphi) = 0 \), that is, if \( D^\varphi \) is isomorphic in \( D(\hat{S}) \) to a module.

When \( \text{fd}(\varphi) < \infty \), the **Cohen-Macaulay defect** of \( \varphi \) is \( \text{cmd}(\varphi) = \text{qcmd}(\varphi) \); see \cite{7} (5.5)]. The map \( \varphi \) is **Cohen-Macaulay** if it is quasi-Cohen-Macaulay and has finite flat dimension.

**Remark 2.25.** Let \( \varphi: R \to S \) be a local ring homomorphism of finite G-dimension. The quasi-Cohen-Macaulay defect of \( \varphi \) is independent of the choice of dualizing complex, as the dualizing complex is unique up to shift-isomorphism; see \cite{7} (5.4)] and \cite{13} (6.5)]. If \( R \) is Cohen-Macaulay and \( \varphi \) is quasi-Cohen-Macaulay, then \( S \) is Cohen-Macaulay; the converse holds when \( \varphi \) has finite flat dimension or the induced map \( \text{Spec}(\hat{S}) \to \text{Spec}(\hat{R}) \) is surjective by \cite{9} (3.10 Theorem) and \cite{13} (7.7)].

**Definition 2.26.** Let \( \varphi: R \to S \) be a local ring homomorphism of finite G-dimension, and let \( D^\varphi \) be a dualizing complex for the semicompletion \( \hat{\varphi}: R \to \hat{S} \) such that \( \inf(D^\varphi) = \text{depth}(S) - \text{depth}(R) \). The **Bass series** for \( \varphi \) is the Poincaré series \( I_{\varphi}(t) := P_{D^\varphi}(t) \).

**Remark 2.27.** Let \( \varphi: R \to S \) be a local ring homomorphism of finite G-dimension. The Bass series for \( \varphi \) is a formal Laurent series \( I_{\varphi}(t) \) with non-negative integer coefficients satisfying the formal relation \( I_S(t) = I_R(t)I_{\varphi}(t) \); see \cite{7} (7.1) Theorem].

**Definition 2.28.** Let \( \varphi: R \to S \) be a local ring homomorphism of finite G-dimension. Then \( \varphi \) is **quasi-Gorenstein** if \( I_{\varphi}(t) = t^{\text{depth}(S) - \text{depth}(R)} \), that is, if \( \hat{S} \) is dualizing for \( \hat{\varphi}: R \to \hat{S} \). The map \( \varphi \) is **Gorenstein** if it is quasi-Gorenstein and has finite flat dimension.

**Remark 2.29.** If \( \varphi: R \to S \) is a local homomorphism with \( \text{G-dim}(\varphi) < \infty \), then \( S \) is Gorenstein if and only if \( R \) is Gorenstein and \( \varphi \) is quasi-Gorenstein by \cite{7} (7.7.2)].

The CI-dimension of \( \varphi \) is from \cite{28}, and the CM-dimension of \( \varphi \) works similarly.

**Definition 2.30.** Let \( \varphi: R \to S \) be a local ring homomorphism. The **CM-dimension** of \( \varphi \) and **CI-dimension** of \( \varphi \) are

\[
\text{CM-dim}(\varphi) := \inf \left\{ \text{CM-dim}_{R}(\hat{S}) - \text{edim}(\varphi) \left| \begin{array}{c}
R \xrightarrow{\varphi} R' \xrightarrow{\varphi'} \hat{S} \text{ is a Cohen factorization of } \\
\text{factorization of } \varphi 
\end{array} \right. \right\}
\]

\[
\text{CI-dim}(\varphi) := \inf \left\{ \text{CI-dim}_{R}(\hat{S}) - \text{edim}(\varphi) \left| \begin{array}{c}
R \xrightarrow{\varphi} R' \xrightarrow{\varphi'} \hat{S} \text{ is a Cohen factorization of } \\
\text{factorization of } \varphi 
\end{array} \right. \right\}.
\]

**Remark 2.31.** We do not know whether the finiteness of CM-dimension and/or CI-dimension of a local homomorphism is independent of the choice of Cohen factorization.

3. **Weak Functoriality of Regular/Cohen Factorizations**

The main objective of this section is the proof of Theorem \[A\] from the introduction. We begin with a lemma.
Lemma 3.1. Let $\varphi : (R, \mathfrak{m}) \to (S, \mathfrak{n})$ be a weakly regular local ring homomorphism. Then $\text{edim}(R) + \text{edim}(S/mS) = \text{edim}(S)$.

Proof. Set $e = \text{edim}(R)$, and let $x = x_1, \ldots, x_e \in \mathfrak{m}$ be a minimal generating sequence for $\mathfrak{m}$. Set $d = \text{edim}(S/mS)$, and let $y = y_1, \ldots, y_d \in \mathfrak{n}$ be such that the residue sequence $\overline{y} \in \mathfrak{n}/mS$ generates $\mathfrak{n}/mS$ minimally over $S$ and over $S/m$. It is straightforward to show that the concatenated sequence $\varphi(x), y \in \mathfrak{n}$ generates $\mathfrak{n}$. It remains to show that this sequence generates $\mathfrak{n}$ minimally.

Suppose by way of contradiction that the sequence $\varphi(x), y$ does not generate $\mathfrak{n}$ minimally. The sequence $\varphi(x), y$ contains a minimal generating sequence for $\mathfrak{n}$. Thus, either one of the $\varphi(x_i)$ or one of the $y_j$ is redundant as part of this generating sequence.

Case 1: $y_j$ is redundant as part of this generating sequence. Assume without loss of generality that $j = 1$. In this case we have $\mathfrak{n} = (\varphi(x_1), \ldots, \varphi(x_e), y_2, \ldots, y_d)S$. Since $mS = (\varphi(x))S$ it follows that the ideal $n/mS$ is generated by the residue sequence $\overline{y}_2, \ldots, \overline{y}_d$. This contradicts the minimality of the original sequence $y$.

Case 2: $\varphi(x_i)$ is redundant as part of generating sequence for $\mathfrak{n}$. Assume without loss of generality that $i = 1$. It follows that the ideal $n/(y)S \subset S/(y)S$ is generated by the residue sequence $\varphi(x_2), \ldots, \varphi(x_e) \in n/(y)S$.

The map $\varphi$ is weakly regular, and the sequence $\overline{y}$ minimally generates the maximal ideal of the regular local ring $S/mS$. In particular, this sequence is $S/mS$-regular, so we know that the sequence $y$ is $S$-regular and the induced map $R \to S/(y)S$ is flat; see, e.g., [24 Corollary to Theorem 22.5]. Since this map is flat and local, it follows from [21] (2.3) Lemma that the ideal $m(S/(y)S) = n/(y)S$ is minimally generated by the sequence $\varphi(x_1), \varphi(x_2), \ldots, \varphi(x_e)$. This contradicts the conclusion of the previous paragraph. □

Our next result will provide a vertical map in the proof of Theorem A

Proposition 3.2. Consider a commutative diagram of local ring homomorphisms

$$
\begin{array}{ccc}
(R, \mathfrak{m}) & \overset{\varphi}{\longrightarrow} & (S, \mathfrak{n}) \\
\downarrow{\alpha} & & \downarrow{\beta} \\
(R, \bar{\mathfrak{m}}) & \overset{\bar{\varphi}}{\longrightarrow} & (\bar{S}, \bar{\mathfrak{n}})
\end{array}
$$

such that $\alpha$ is weakly regular, $\bar{S}$ is complete, $\beta$ is weakly regular, and the induced map $R/m \to \bar{S}/\bar{\mathfrak{n}}$ is separable. Assume that $\varphi$ has a minimal regular factorization $R \xrightarrow{\widetilde{\varphi}} R' \xrightarrow{\varphi'} S$, and fix a minimal Cohen factorization $R \xrightarrow{\tilde{\varphi}} S' \xrightarrow{\varphi'} \bar{S}$ of $\tilde{\varphi}$. Then there is a weakly regular local ring homomorphism $\alpha' : R' \to S'$ such that the next diagram commutes

$$
\begin{array}{ccc}
R & \overset{\hat{\varphi}}{\longrightarrow} & R' \\
\downarrow{\alpha} & & \downarrow{\alpha'} \\
\tilde{\varphi} & \xrightarrow{\hat{\varphi}'} & \bar{S}' \\
\downarrow{\beta} & & \downarrow{\beta} \\
\bar{S} & \xrightarrow{\varphi'} \bar{S}
\end{array}
$$

(3.2.1)

and such that the second square is a pushout.
Proof. Fact 2.6(b) provides a commutative diagram of local ring homomorphisms

\[
\begin{array}{c c}
(R', m') & \xrightarrow{\varphi'} (S, n) \\
\downarrow \beta' & \downarrow \beta \\
(S'', n'') & \xrightarrow{\beta''} (\bar{S}, \bar{n})
\end{array}
\] (3.2.2)

where \( R' \xrightarrow{\beta'} S'' \xrightarrow{\beta''} \bar{S} \) is a minimal Cohen factorization for \( \beta \varphi' \) and the diagram is a pushout. Fact 2.2 implies that the diagrams

\[
\begin{array}{c c}
R & \xrightarrow{\tilde{\varphi} \alpha} S' \\
\downarrow \beta' & \downarrow \beta \\
S'' & \xrightarrow{\rho''} \bar{S}
\end{array}
\]

and

\[
\begin{array}{c c}
R & \xrightarrow{\tilde{\varphi} \beta} S' \\
\downarrow \beta' & \downarrow \beta \\
S'' & \xrightarrow{\rho''} \bar{S}
\end{array}
\]

are Cohen factorizations of \( \beta \varphi \). In particular, the next diagram commutes:

\[
\begin{array}{c c}
R & \xrightarrow{\tilde{\varphi} \alpha} S' \\
\downarrow \beta' & \downarrow \beta \\
S'' & \xrightarrow{\rho''} \bar{S}
\end{array}
\]

By assumption, the extension \( R/m \to \bar{S}/\bar{n} \) is separable. Hence by Fact 2.6(c), there exists a comparison \( v : S'' \to S' \) from \( R \xrightarrow{\tilde{\varphi} \alpha} S' \xrightarrow{\beta'} \bar{S} \) to \( R \xrightarrow{\tilde{\varphi} \beta} S' \xrightarrow{\rho''} \bar{S} \). In particular, the following diagram commutes:

\[
\begin{array}{c c}
S'' & \xrightarrow{v} S' \\
\downarrow \beta' \varphi & \downarrow \beta \\
R & \xrightarrow{\tilde{\varphi} \alpha} S'
\end{array}
\]

Combining this with (3.2.2), we obtain the next commutative diagram:

\[
\begin{array}{c c}
R & \xrightarrow{\tilde{\varphi}} R' & \xrightarrow{\varphi'} S \\
\downarrow \alpha & \downarrow \beta' & \downarrow \beta \\
\bar{R} & \xrightarrow{\bar{\varphi}} \bar{S'} & \xrightarrow{\bar{\varphi}} \bar{S}
\end{array}
\] (3.2.3)

We claim that \( v \) is an isomorphism. Once this is shown, it follows from the commutativity of (3.2.3) that the map \( \alpha' = v \beta' \) makes the diagram (3.2.1) commute. The fact that the diagram (3.2.2) is a pushout then implies that the second square in the diagram (3.2.1) is also a pushout. Lastly, the fact that \( \beta' \) is weakly regular implies that \( \alpha' \) is also weakly regular, so the desired conclusions hold.

To prove that \( v \) is an isomorphism it is enough to show that both Cohen factorizations \( R \xrightarrow{\beta \varphi} S' \xrightarrow{\rho''} \bar{S} \) and \( R \xrightarrow{\tilde{\varphi}} S' \xrightarrow{\bar{\varphi}} \bar{S} \) are minimal; see Fact 2.6(c). Therefore by definition we need to show the following equalities:

\[
\dim(S'') - \dim(R) \overset{(\ast)}{=} \text{edim}(\bar{S}/m\bar{S}) \overset{(\dagger)}{=} \dim(S') - \dim(R).
\]
We begin with equality (\(*\)). The fact that \( R' \xrightarrow{\nu'} S'' \xrightarrow{\pi''} \tilde{S} \) is a minimal Cohen factorization explains the first step in the next sequence:

\[
\dim(S'') - \dim(R') = \text{edim}(\tilde{S}/m\tilde{S}) = \text{edim}(\tilde{S}/n\tilde{S}).
\]

The second equality is from the fact that the map \( R' \xrightarrow{\nu'} S \) is surjective. Therefore, since \( R \xrightarrow{\tilde{\nu}} R' \xrightarrow{\nu'} S \) is a minimal regular factorization, we conclude that

\[
\dim(S'') - \dim(R) = (\dim(S'') - \dim(R')) + (\dim(R') - \dim(R)) = \text{edim}(\tilde{S}/n\tilde{S}) + \text{edim}(S/mS).
\]

Now, the induced map \( \beta: S/mS \to \tilde{S}/m\tilde{S} \) is a flat local homomorphism. Furthermore, the closed fiber of this map is the same as the closed fiber for \( \beta \), hence it is regular. Using Lemma 3.1, we conclude that

\[
\text{edim}(\tilde{S}/m\tilde{S}) = \text{edim}(\tilde{S}/n\tilde{S}) + \text{edim}(S/mS).
\]

The equality (\(*\)) follows from this with the previous display.

Next, we explain the equality (\(\dagger\)). By assumption \( \tilde{R} \xrightarrow{\tilde{\nu}} S' \xrightarrow{\pi'} \tilde{S} \) is a minimal Cohen factorization and \( \alpha: R \to \tilde{R} \) is a flat local homomorphism. This explains the second step in the next display:

\[
\dim(S') - \dim(R) = (\dim(S') - \dim(\tilde{R})) + (\dim(\tilde{R}) - \dim(R))
\]

\[
= \text{edim}(\tilde{S}/m\tilde{S}) + \dim(\tilde{R}/m\tilde{R})
\]

\[
= \text{edim}(\tilde{S}/m\tilde{S}) + \text{edim}(\tilde{R}/m\tilde{R})
\]

\[
= \text{edim}(\tilde{S}/m\tilde{S}).
\]

The third step comes from the fact that \( \alpha \) is weakly regular. The fourth step is from Fact 2.2 since the maps \( R \xrightarrow{\alpha} \tilde{R} \xrightarrow{\tilde{\nu}} \tilde{S} \) are weakly regular. This display explains (\(\dagger\)), and the proof is complete. \(\square\)

Our next result complements the previous one by providing a horizontal map in the proof of Theorem A.

**Proposition 3.3.** Consider a commutative diagram of local ring homomorphisms

\[
(R, m) \xrightarrow{\phi} (S, n) \\
\alpha \downarrow \downarrow \beta \\
(\tilde{R}, \tilde{m}) \xrightarrow{\tilde{\phi}} (\tilde{S}, \tilde{n})
\] (3.3.1)
such that $\alpha$ has a regular factorization $R \xrightarrow{\hat{\alpha}} R'' \xrightarrow{\hat{\alpha}'} \tilde{R}$, the ring $\tilde{S}$ is complete, and the field extension $R/m \to \tilde{S}/\tilde{n}$ is separable. Let $S \xrightarrow{\hat{\beta}} S' \xrightarrow{\hat{\beta}'} \tilde{S}$ be a Cohen factorization of $\beta$. Then there is a commutative diagram of local ring homomorphisms

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi} & S \\
\downarrow{\hat{\alpha}} & & \downarrow{\hat{\beta}} \\
R'' & \xrightarrow{\alpha'} & S' \\
\alpha' & \downarrow{\tilde{\alpha}} & \beta' & \downarrow{\beta} \\
\tilde{R} & \xrightarrow{\tilde{\varphi}} & \tilde{S} \\
\end{array}
\]

(3.3.2)

**Proof.** We prove the result in two cases.

Case 1: the ring $S$ is complete. Let $R \xrightarrow{\tilde{\varphi}} \tilde{R} \xrightarrow{\tilde{\varphi}'} \tilde{S}$ and $R \xrightarrow{\tilde{\beta}'} \tilde{S}$ be Cohen factorizations of $\varphi$ and $\beta'$, respectively. Since $\tilde{R}'$ and $S'$ are complete, the maps $R'' \xrightarrow{\tilde{\alpha}' \tilde{\varphi}} \tilde{R}'$ and $R' \xrightarrow{\tilde{\beta}' \tilde{\varphi}} S'$ have Cohen factorizations $R'' \xrightarrow{\pi \tilde{\alpha}} T \xrightarrow{\varphi'} \tilde{R}'$ and $R' \xrightarrow{T' \tilde{\beta}} S'$, respectively. Since diagram (3.3.1) commutes, one sees readily that $\tilde{\varphi}' \pi \tilde{\alpha} = \beta' \tau' \tilde{\varphi}$. In other words, the diagrams

\[
\begin{array}{ccc}
R & \xrightarrow{\pi \tilde{\alpha}} T & \xrightarrow{\tilde{\varphi}' \pi} \tilde{S} \\
\downarrow{\tilde{\beta}' \tilde{\varphi}} & & \downarrow{\tilde{\beta} \tilde{\varphi}} \\
\tilde{R}' & \xrightarrow{T' \tilde{\beta}} S' & \xrightarrow{T' \tilde{\beta}} \tilde{S} \\
\end{array}
\]

(3.3.3)

are Cohen factorizations of the same map; see Fact 2.2.

By assumption, the induced field extension $R/m \to \tilde{S}/\tilde{n}$ is separable. Thus, from Fact 2.6(c) we conclude that there is a comparison $v: T \to T'$ between the factorizations (3.3.3). It follows that the next diagram commutes

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi} & R' \xrightarrow{\varphi'} \tilde{S} \\
\downarrow{\hat{\alpha}} & & \downarrow{\hat{\beta}} \\
R'' & \xrightarrow{\pi \varphi'} T \xrightarrow{v} T' \xrightarrow{\tau' \tilde{\varphi}} \tilde{S} \\
\alpha' & \downarrow{\varphi'} & \beta' & \downarrow{\beta} \\
\tilde{R} & \xrightarrow{\tilde{\varphi}} \tilde{R}' \xrightarrow{\tilde{\beta}'} \tilde{S} \\
\end{array}
\]

So the map $\sigma = \tau' \varphi': R'' \to S'$ makes diagram (3.3.2) commute.

Case 2: the general case. Let $(\cdot)^n$ denote the $n$-adic completion functor, and consider the following commutative diagram of local ring homomorphisms

\[
\begin{array}{ccc}
S & \xrightarrow{\beta} & \tilde{S}^n \\
\downarrow{\beta} & & \downarrow{\beta} \\
S' & \xrightarrow{\beta^n} & \tilde{S}'^n \\
\end{array}
\]

where the horizontal maps are the natural ones. The map $S' \to \tilde{S}'^n$ is an isomorphism since $S'$ is complete and $\beta$ is local. Accordingly, we identify $S'$ and $\tilde{S}'^n$, and similarly for $\tilde{S}$ and $\tilde{S}'^n$. From [9] (1.9) Remark we know that the diagram $\tilde{S}'^n \xrightarrow{\beta^n} S' \xrightarrow{\beta'^n} \tilde{S}$ is a Cohen factorization of the map $\tilde{S}'^n \xrightarrow{\beta^n} \tilde{S}$. The previous
diagram provides the second commutative triangle in the next diagram, and the other triangle commutes by definition of $\hat{\varphi}$:

\[
\begin{array}{c}
R \\
\alpha' \downarrow \ \\
R'' - \sigma \rightarrow S'
\end{array}
\]  
\[
\begin{array}{c}
\hat{\varphi} \\
\hat{\beta} \\
S
\end{array}
\]  
\[
\begin{array}{c}
S^n \\
\beta \\
\varphi \downarrow \ \\
R
\end{array}
\]

Case 1 provides a local ring homomorphism $\sigma$ making the two squares commute. It follows readily that $\sigma$ also makes the diagram (3.3.2) commute. \hfill \Box

### 3.4 (Proof of Theorem A)

By Proposition 3.3 there is a local ring homomorphism $\sigma: R'' \rightarrow S'$ making the next diagram commute:

\[
\begin{array}{c}
R \\
\alpha' \downarrow \ \\
R'' \sigma \rightarrow S'
\end{array}
\]  
\[
\begin{array}{c}
\hat{\varphi} \\
\hat{\beta} \\
S
\end{array}
\]  
\[
\begin{array}{c}
S^n \\
\beta \\
\varphi \downarrow \ \\
R
\end{array}
\]

Since $S'$ is complete, the map $\sigma$ has a Cohen factorization $R'' \xrightarrow{\tilde{\sigma}} T'' \xrightarrow{\beta'} S'$. Proposition 4.2 provides a weakly regular local ring homomorphism $\delta: R' \rightarrow T'$ making the next diagram commute, where $R'' \xrightarrow{\tilde{\varphi}} T'' \xrightarrow{\tilde{\sigma}} R'$ is a Cohen factorization of $R'' \xrightarrow{\tilde{\alpha'}} R'$:

\[
\begin{array}{c}
R \\
\alpha' \downarrow \ \\
R'' \tilde{\sigma} \rightarrow T'
\end{array}
\]  
\[
\begin{array}{c}
\hat{\varphi} \\
\hat{\beta} \\
S
\end{array}
\]  
\[
\begin{array}{c}
S^n \\
\beta \\
\varphi \downarrow \ \\
R
\end{array}
\]

Fact 2.2 implies that the diagrams $R'' \xrightarrow{\tilde{\varphi}} T'' \xrightarrow{\tilde{\varphi}' \sigma'} \tilde{S}$ and $R'' \xrightarrow{\tilde{\sigma}} T'' \xrightarrow{\beta' \sigma'} \tilde{S}$ are two Cohen factorizations of the map $\tilde{\varphi} \sigma' = \beta' \sigma$. By assumption 2, the induced field extension $R/m \rightarrow \tilde{S}/\tilde{n}$ is separable, so there is a comparison $\nu: T' \rightarrow T''$ of these Cohen factorizations, by Fact 2.6(c). This is a local ring homomorphism making
the next diagram commute:

\[ \begin{array}{ccc}
R & \xrightarrow{\phi} & R' \\
\downarrow{\alpha} & & \downarrow{\delta} \\
R'' & \xrightarrow{\bar{\sigma}} & T' \\
\downarrow{\alpha'} & & \downarrow{\pi'v} \\
\bar{R} & \xrightarrow{\bar{\phi}} & \bar{R}' \\
\end{array} \xrightarrow{\bar{\delta}} \begin{array}{ccc}
S & \xrightarrow{\beta} & S' \\
\downarrow{\bar{\beta}} & & \downarrow{\bar{\beta'}} \\
\tilde{S} & \xrightarrow{\tilde{\phi}'} & \tilde{S}' \\
\end{array} \] (3.4.2)

At this point, the only problem is that \( \pi'v \) may not be surjective. We use a technique from [9, 19] to remedy this.

Since \( \bar{R}' \) and \( S' \) are local and complete and the maps \( \bar{\phi}' \) and \( \bar{\beta}' \) are surjective, in the pull-back square

\[ \begin{array}{ccc}
\bar{T} & \xrightarrow{f} & S' \\
\downarrow{g} & & \downarrow{\beta'} \\
\bar{R}' & \xrightarrow{\bar{\phi}'} & \bar{S} \\
\end{array} \]

the ring \( \bar{T} \) is noetherian, local, and complete by [19, (19.3.2.1)]. The commutativity of the diagram (3.4.2) implies that there is a local ring homomorphism \( w: T' \to \bar{T} \) making the next diagram commute:

\[ \begin{array}{ccc}
R & \xrightarrow{\phi} & R' \\
\downarrow{\alpha} & & \downarrow{\delta} \\
R'' & \xrightarrow{\bar{\sigma}} & T' \\
\downarrow{\alpha'} & & \downarrow{\pi'v} \\
\bar{R} & \xrightarrow{\bar{\phi}} & \bar{R}' \\
\end{array} \xrightarrow{\beta} \begin{array}{ccc}
S & \xrightarrow{\beta} & S' \\
\downarrow{\bar{\beta}} & & \downarrow{\bar{\beta'}} \\
\tilde{S} & \xrightarrow{\tilde{\phi}'} & \tilde{S}' \\
\end{array} \] (3.4.3)

The ring \( \bar{T} \) is complete, so the map \( w \) has a Cohen factorization \( T' \xrightarrow{\bar{w}} T \xrightarrow{w'} \bar{T} \).

Consider the following diagram

\[ \begin{array}{ccc}
R & \xrightarrow{\phi} & R' \\
\downarrow{\alpha} & & \downarrow{\bar{\delta}} \\
R'' & \xrightarrow{\bar{\sigma}} & T \\
\downarrow{\alpha'} & & \downarrow{gw'} \\
\bar{R} & \xrightarrow{\bar{\phi}} & \bar{R}' \\
\end{array} \xrightarrow{\bar{\beta}} \begin{array}{ccc}
S & \xrightarrow{\beta} & S' \\
\downarrow{\bar{\beta}} & & \downarrow{\bar{\beta'}} \\
\tilde{S} & \xrightarrow{\tilde{\phi}'} & \tilde{S}' \\
\end{array} \]

This diagram has the desired properties for (A.2). Indeed, commutativity follows from the commutativity of (3.4.3), using the equation \( w = w' \bar{w} \), and the middle column and middle row are Cohen factorizations by Fact 2.2. □
The following example, from [9] (1.8) Example, shows that the separability assumptions (2) in Theorem A are necessary.

**Example 3.5.** In [9] (1.8) Example, the authors construct a local ring homomorphism \( \varphi : R \to S \) with a pair of Cohen factorizations

\[
\begin{array}{c}
R_1 \\
\downarrow \varphi_1 \\
R \\
\downarrow \varphi \\
R_2 \\
\downarrow \varphi_2 \\
S
\end{array}
\]

such that there is not a comparison from the top one to the bottom one. (Note that, by Fact 2.6(c), the map on residue fields induced by \( \varphi \) cannot be separable.)

We begin with the following diagram, as in (A.1)

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi} & S \\
\downarrow \text{id} & & \downarrow \text{id} \\
R & \xrightarrow{\varphi} & S
\end{array}
\]

with the given Cohen factorizations represented by the horizontal solid arrows in the next diagram.

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi_1} & R_1 & \xrightarrow{\varphi_1'} & S \\
\downarrow \text{id} & & \downarrow \gamma & & \downarrow \text{id} \\
R & \xrightarrow{\gamma} & R & \xrightarrow{\gamma'} & S \\
\downarrow \text{id} & & \downarrow \text{id} & & \downarrow \text{id} \\
R & \xrightarrow{\varphi_2} & R_2 & \xrightarrow{\varphi_2'} & S
\end{array}
\]

If there were Cohen factorizations (as represented by the dotted arrows in the diagram) then the map \( \gamma' / \gamma \) would provide a comparison of the Cohen factorizations from (3.5.1), contradicting the conclusion of [9] (1.8) Example. Thus, in the notation of Theorem A, the field extension \( \bar{R}/\bar{m} \to \bar{S}/\bar{n} \) must be separable (even when the extension \( R/m \to \bar{R}/\bar{m} \) is trivial). Similarly, the reflected diagrams

\[
\begin{array}{ccc}
R & \xrightarrow{\text{id}} & R \\
\downarrow \varphi & & \downarrow \varphi \\
S & \xrightarrow{\text{id}} & S
\end{array}
\]

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi_1} & R_1 & \xrightarrow{\varphi_1'} & S \\
\downarrow \gamma & & \downarrow \text{id} & & \downarrow \text{id} \\
R_1 & \xrightarrow{\gamma'} & R_2 & \xrightarrow{\gamma'} & S \\
\downarrow \varphi_2 & & \downarrow \varphi_2 & & \downarrow \varphi_2 \\
S & \xrightarrow{\text{id}} & S & \xrightarrow{\text{id}} & S
\end{array}
\]

show that the field extension \( R/m \to \bar{R}/\bar{m} \) must be separable (even when the extension \( \bar{R}/\bar{m} \to \bar{S}/\bar{n} \) is trivial).
The next example shows that, even when the factorizations $R \xrightarrow{\hat{\varphi}} R' \xrightarrow{\varphi'} S$ and $\hat{R} \xrightarrow{\hat{\varphi}} \hat{R}' \xrightarrow{\varphi'} \hat{S}$ are minimal, the map $\gamma = \gamma' \gamma$ in Theorem A is not uniquely determined.

**Example 3.6.** Let $k$ be a field, and consider the following diagram where the unspecified maps are the natural ones:

\[
\begin{array}{c}
\begin{array}{c}
k \\
\downarrow \gamma \\
k \end{array} \quad \begin{array}{c}
k[X] \\
\downarrow \gamma \\
k[X] \\
\end{array} \quad \begin{array}{c}
k[X] \\
\downarrow \gamma \\
k[X]/(X^2) \\
\end{array}
\end{array}
\]

One can define $\gamma$ by mapping $X$ to any power series of the form $X + X^2 f$ to make the diagram commute.

**4. Properties of Local Ring Homomorphisms in Commuting Diagrams**

In this section, we prove Theorem [4] from the introduction.

**Lemma 4.1.** Fix a commutative diagram of field extensions

\[
\begin{array}{c}
k \rightarrow l \\
\alpha \\
k \rightarrow l \\
\end{array}
\]

Let $\varphi: (R, m, k) \rightarrow (S, n, l)$ and $\alpha: R \rightarrow (\hat{R}, \hat{m}, \hat{k})$ and $\beta: S \rightarrow (\hat{S}, \hat{n}, \hat{l})$ be local ring homomorphisms that induce the maps $\varphi_0$ and $\alpha_0$ and $\beta_0$ on residue fields. If $\alpha$ is weakly Cohen and $\hat{S}$ is complete, then there is a commutative diagram of local ring homomorphisms

\[
\begin{array}{c}
(R, m, k) \xrightarrow{\varphi} (S, n, l) \\
\alpha \downarrow \quad \beta \downarrow \\
(R, \hat{m}, \hat{k}) \xrightarrow{\hat{\varphi}} (\hat{S}, \hat{n}, \hat{l})
\end{array}
\]

such that $\hat{\varphi}$ induces the map $\hat{\varphi}_0$ on residue fields.

**Proof.** By assumption, the maps $\alpha$ and $\beta$ make the following diagram commute.
Since the extension $k \rightarrow \tilde{k}$ is separable, the map $\alpha$ is formally smooth by [18 Théorème (19.8.2.i)], so [18 Corollaire (19.3.11)] provides a local homomorphism $\tilde{\varphi}: \tilde{R} \rightarrow \tilde{S}$ making the next diagram commute:

![Diagram](image)

It follows that the outer square in this diagram has the desired properties. □

**Remark 4.2.** Given a diagram (4.1.1), there exist Cohen maps $\alpha$ and $\beta$, as in Lemma 4.1, by [18 Théorème 19.8.2(ii)].

We use the next result to relate the flat dimensions of the maps in Theorem 4.3.

**Proposition 4.3.** Consider a commutative diagram of local ring homomorphisms

$$
(R, m, k) \xrightarrow{\varphi} (S, n, l) \xleftarrow{\tilde{\varphi}} (\tilde{R}, \tilde{m}, \tilde{k}) \xrightarrow{\tilde{\alpha}} (\tilde{S}, \tilde{n}, \tilde{l})
$$

such that $\text{fd}(\alpha)$ and $\text{fd}(\beta)$ are both finite.

(a) One has $\text{fd}(\varphi) \leq \text{fd}(\tilde{\varphi}) + \text{fd}(\alpha)$; in particular, if $\text{fd}(\tilde{\varphi})$ is finite, then so is $\text{fd}(\varphi)$.

(b) If $\alpha$ is weakly regular, then $\text{fd}(\tilde{\varphi}) \leq \text{edim}(\alpha) + \text{fd}(\beta) + \text{fd}(\varphi)$; in particular, $\text{fd}(\varphi)$ and $\text{fd}(\tilde{\varphi})$ are simultaneously finite.

(c) If $\alpha$ is flat with closed fiber a field and $\beta$ is flat, then $\text{fd}(\tilde{\varphi}) = \text{fd}(\varphi)$.

**Proof.** (a) This is proved like [22 Theorem 5.7].

(b) Assume without loss of generality that $\text{fd}(\varphi) < \infty$. Let $x = x_1, \ldots, x_e \in \tilde{m}$ be a sequence whose residue sequence in $\tilde{R}/\tilde{m}\tilde{R}$ is a regular system of parameters. This explains the first isomorphism in the derived category $\mathcal{D}(\tilde{S})$ in the next sequence:

$$
\tilde{k} \otimes_{\tilde{R}} \tilde{S} \cong [(\tilde{R}/x\tilde{R}) \otimes_{\tilde{R}} (\tilde{R}/\tilde{m}\tilde{R})] \otimes_{\tilde{R}} \tilde{S} \\
\cong (\tilde{R}/x\tilde{R}) \otimes_{\tilde{R}} ([\tilde{R}/\tilde{m}\tilde{R}] \otimes_{\tilde{R}} \tilde{S}) \\
\cong (\tilde{R}/x\tilde{R}) \otimes_{\tilde{R}} [((k \otimes_{R} \tilde{R}) \otimes_{\tilde{R}} \tilde{S})] \\
\cong (\tilde{R}/x\tilde{R}) \otimes_{\tilde{R}} [(k \otimes_{R} S) \otimes_{\tilde{R}} \tilde{S}].
$$

The second isomorphism is associativity. The third isomorphism is from the flatness of $\alpha$. The fourth isomorphism is from the commutativity of (4.3.1). This explains
the second step in the next display:

\[
\text{fd}(\tilde{\varphi}) = \text{amp}(\tilde{k} \otimes_{\tilde{R}} \tilde{S}) \\
= \text{amp}((\tilde{R}/x\tilde{R}) \otimes_{\tilde{R}} (k \otimes_{R} S) \otimes_{S} \tilde{S})) \\
\leq \text{pd}(\tilde{R}/x\tilde{R}) + \text{amp}((k \otimes_{R} S) \otimes_{S} \tilde{S}) \\
= e + \text{amp}((k \otimes_{R} S) \otimes_{S} \tilde{S}) \\
= e + \text{fd}(\beta \varphi) \\
\leq e + \text{fd}(\beta) + \text{fd}(\varphi) \\
= \text{edim}(\tilde{R}/m\tilde{R}) + \text{fd}(\beta) + \text{fd}(\varphi).
\]

The first and fifth steps are from [5, Proposition 5.5]. The third step is standard; see [12, (7.28) and (8.17)]. The fourth step is from [24, Corollary to Theorem 22.5], which tells us that x is $\tilde{R}$-regular. The sixth step is by [6, (1.8(a))]. The seventh step is by definition of e as edim$(\tilde{R}/m\tilde{R})$.

Part (a) implies that \( \text{fd}(\tilde{\varphi}) \geq \text{fd}(\varphi) \), and (b) implies that \( \text{fd}(\tilde{\varphi}) \leq \text{fd}(\varphi) \). \qed

Here are some examples that show the limitations of the previous result.

**Example 4.4.** Let \( k \) be a field, and consider the following commutative diagram of natural local ring homomorphisms:

\[
\begin{array}{ccc}
k & \xrightarrow{\varphi} & k[[X]] \\
\downarrow{\alpha} & & \downarrow{\beta} \\
k[[X]] & \xrightarrow{\tilde{\varphi}} & k[[X]]/(X^2).
\end{array}
\]

Note that \( \alpha \) is weakly regular, and we have

\[ \text{fd}(\tilde{\varphi}) = 1 < 2 = 1 + 1 + 0 = \text{edim}(\alpha) + \text{fd}(\beta) + \text{fd}(\varphi) \]

so we can have strict inequality in Proposition 4.3(b).

**Example 4.5.** Let \( k \) be a field, and let \( S \) be a complete local ring with coefficient field \( k \), and assume that \( S \) is not a field. Consider the following commutative diagram of natural local ring homomorphisms:

\[
\begin{array}{ccc}
k & \xrightarrow{\varphi} & S \\
\downarrow{\alpha} & & \downarrow{\beta} \\
k & \xrightarrow{\tilde{\varphi}} & k.
\end{array}
\]

Then we have \( \text{fd}(\tilde{\varphi}) = 0 < 0 + \text{fd}(\beta) = \text{fd}(\varphi) + \text{fd}(\beta) \). so we can have strict inequality in Proposition 4.3(c) if \( \beta \) is not flat.

**Lemma 4.6.** Let \((\tilde{R}', m', \tilde{k}') \xrightarrow{\alpha'} (R', m', k') \xrightarrow{\rho} (R_1, m_1, k_1) \xrightarrow{\tau} (Q, r, k_1)\) be local ring homomorphisms such that \( \alpha' \) is Cohen, \( \rho \) is flat, and \( \tau \) is surjective. Fix a commutative diagram

\[
\begin{array}{ccc}
k' & \xrightarrow{\rho_0} & k_1 \\
\downarrow{\alpha_0} & & \downarrow{\alpha_0} \\
\tilde{k}' & \xrightarrow{\tilde{\rho}_0} & \tilde{k}_1
\end{array}
\]
of field extensions such that $\rho_0$ and $\alpha'_0$ are the maps induced on residue fields by $\rho$ and $\alpha'$. Fix a weakly regular homomorphism $\alpha_1 : R_1 \to (\bar{R}_1, \bar{m}_1, \bar{k}_1)$ that induces the map $\alpha_0$ on residue fields. If $\bar{R}_1$ is complete, then there is a commutative diagram of local ring homomorphisms

$$
\begin{array}{ccc}
R' & \xrightarrow{\rho} & R_1 \\
\downarrow{\alpha'} & & \downarrow{\alpha_1} \\
\bar{R}' & \xrightarrow{\bar{\rho}} & \bar{R}_1 \\
\end{array}
$$

such that $\bar{\rho}$ is flat, $\delta$ is weakly regular, the right-hand square is a pushout, and $\bar{\rho}$ induces the map $\rho_0$ on residue fields.

Proof. Lemma 4.1 provides a local ring homomorphism $\rho : \bar{R}' \to \bar{R}_1$ making the left-hand square commute. Proposition 4.3(c) implies that $\bar{\rho}$ is flat. We get the right-hand square from Fact 2.6(b). \qed

The next result augments [10, (1.13) Proposition].

**Proposition 4.7.** Let $\alpha' : (R', m', k') \to (\bar{R}', \bar{m}', \bar{k}')$ be a Cohen homomorphism, and let $M$ be a homologically finite $R'$-complex. Then we have

(a) CI-$\dim_{\bar{R}'}(\bar{R}' \otimes_{R'}^L M) = \text{CI-$\dim_{\bar{R}}(M)$};$ thus, the quantities $\text{CI-$\dim_{\bar{R}}(\bar{R}' \otimes_{R'}^L M)$}$ and $\text{CI-$\dim_{\bar{R}}(M)$}$ are simultaneously finite.

(b) CM-$\dim_{\bar{R}'}(\bar{R}' \otimes_{R'}^L M) = \text{CM-$\dim_{\bar{R}}(M)$};$ in particular, $\text{CM-$\dim_{\bar{R}}(\bar{R}' \otimes_{R'}^L M)$}$ and $\text{CM-$\dim_{\bar{R}}(M)$}$ are simultaneously finite.

**Proof.** It suffices by Fact 2.14 to assume that CI-$\dim_{\bar{R}}(M)$ is finite and prove that CI-$\dim_{\bar{R}'}(\bar{R}' \otimes_{R'}^L M)$ is finite as well. Let $R' \xrightarrow{\delta} (R_1, m_1, k_1) \xleftarrow{\tau} (Q, r, k_1)$ be a quasi-deformation such that $\text{pd}_Q(R_1 \otimes_{R'}^L M) < \infty$. Let $\bar{k}_1$ be a join of $k_1$ and $\bar{k}'$, over $k'$, so there is a commutative diagram

$$
\begin{array}{ccc}
k' & \rightarrow & k_1 \\
\downarrow & & \downarrow \\
\bar{k}' & \rightarrow & \bar{k}_1
\end{array}
$$

of field extensions. There is a weakly regular homomorphism $\alpha_1 : R_1 \to (\bar{R}_1, \bar{m}_1, \bar{k}_1)$ that induces the map $k_1 \to \bar{k}_1$ on residue fields by [17, Proposition (0.10.3.1)]. Compose with the natural map from $\bar{R}_1$ to its completion if necessary to assume that $\bar{R}_1$ is complete. Thus, Lemma 4.6 provides a commutative diagram of local ring homomorphisms

$$
\begin{array}{ccc}
R' & \xrightarrow{\rho} & R_1 \\
\downarrow{\alpha'} & & \downarrow{\alpha_1} \\
\bar{R}' & \xrightarrow{\bar{\rho}} & \bar{R}_1 \\
\end{array}
$$

such that $\bar{\rho}$ is flat, $\delta$ is weakly regular, and the right-hand square is a pushout. In particular, the bottom row of this diagram is a quasi-deformation. Also, in the
Consider a commutative diagram of local ring homomorphisms

\[ \begin{array}{ccc}
R & \xrightarrow{\varphi} & S \\
\downarrow{\alpha} & & \downarrow{\beta} \\
\tilde{R} & \xrightarrow{\tilde{\varphi}} & \tilde{S}
\end{array} \]

such that \( \alpha \) is weakly Cohen, \( \beta \) is weakly regular, and the induced map \( \tilde{R}/\tilde{m} \to \tilde{S}/\tilde{n} \) is separable. Then we have

(a) \( G\text{-dim}(\tilde{\varphi}) = G\text{-dim}(\varphi) + \text{edim}(\alpha) - \text{edim}(\beta) \). Hence, the quantities \( G\text{-dim}(\varphi) \) and \( G\text{-dim}(\tilde{\varphi}) \) are simultaneously finite.

(b) If \( \beta \) is Cohen, then \( CI\text{-dim}(\tilde{\varphi}) = CI\text{-dim}(\varphi) + \text{edim}(\alpha) \), so the quantities \( CI\text{-dim}(\varphi) \) and \( CI\text{-dim}(\tilde{\varphi}) \) are simultaneously finite.

(c) If \( \beta \) is Cohen, then \( CM\text{-dim}(\tilde{\varphi}) = CM\text{-dim}(\varphi) + \text{edim}(\alpha) \), so the quantities \( CM\text{-dim}(\varphi) \) and \( CM\text{-dim}(\tilde{\varphi}) \) are simultaneously finite.

Proof. Assume that \( \beta \) is Cohen.

Case 1: \( S \) and \( \tilde{S} \) are complete. Let \( R \xrightarrow{\varphi'} R' \xrightarrow{\varphi''} S \) be a minimal Cohen factorization of \( \varphi \), and let \( \tilde{R} \xrightarrow{\tilde{\varphi'}} \tilde{S} \xrightarrow{\tilde{\varphi''}} \tilde{S} \) be a minimal Cohen factorization of \( \tilde{\varphi} \). Proposition 3.2 provides a weakly regular local ring homomorphism \( \alpha' : R' \to S' \) such that the next diagram commutes

\[ \begin{array}{ccc}
R & \xrightarrow{\varphi} & R' & \xrightarrow{\varphi'} & S \\
\downarrow{\alpha} & & \downarrow{\alpha'} & & \downarrow{\beta} \\
\tilde{R} & \xrightarrow{\tilde{\varphi}} & \tilde{R}' & \xrightarrow{\tilde{\varphi}'} & \tilde{S}
\end{array} \]  \hspace{1cm} (4.8.1)

and such that the second square is a pushout. The residue field extension induced by \( \alpha' \) is the same as the one induced by \( \beta \), since the maps \( \varphi' \) and \( \tilde{\varphi}' \) are surjective. Thus, the fact that \( \alpha' \) is weakly regular and \( \beta \) is Cohen implies that \( \alpha' \) is weakly Cohen. Furthermore, \( \alpha' \) and \( \beta \) have isomorphic closed fibers, so \( \alpha' \) is Cohen.
The pushout condition and the flatness of \( \alpha' \) explain the first equality in the next display

\[
\text{CI-dim}_S(\tilde{S}) = \text{CI-dim}_S(S' \otimes_{R'} S) = \text{CI-dim}_R(S)
\]

and the second equality is from Proposition 4.7(a). With Fact 2.2, this explains the second equality in the next display:

\[
\text{CI-dim}(\tilde{\phi}) = \text{CI-dim}_S(\tilde{S}) - \text{edim}(\tilde{\phi}) = \text{CI-dim}_R(S) - \text{edim}(\phi) - \text{edim}(\alpha') - \text{edim}(\alpha) = \text{CI-dim}(\phi) + \text{edim}(\alpha).
\]

The first and last equalities are by definition, since \( \beta \) is Cohen; the third equality follows from the fact that \( \alpha' \) and \( \beta \) have isomorphic closed fibers.

Case 2: the general case. There is a natural ring homomorphism \( \hat{\beta} : \hat{S} \to \hat{\tilde{S}} \) making the following diagram commute

\[
\begin{array}{ccc}
S & \longrightarrow & \tilde{S} \\
\beta \downarrow & & \downarrow \beta \\
S & \longrightarrow & \hat{S}
\end{array}
\]

where the horizontal maps are the natural ones. Proposition 4.3(c) implies that \( \hat{\beta} \) is flat, and it is straightforward to show that its closed fiber is isomorphic to the completion of the closed fiber of \( \beta \). Thus, \( \hat{\beta} \) is Cohen. With [28, 2.14.2] this explains the first and third equalities in the next display:

\[
\text{CI-dim}(\tilde{\phi}) = \text{CI-dim}(\hat{\tilde{\phi}}) = \text{CI-dim}(\hat{\phi}) + \text{edim}(\phi) = \text{CI-dim}(\phi) + \text{edim}(\alpha).
\]

The second equality is from Case 1 applied to the diagram

\[
\begin{array}{ccc}
R & \longrightarrow & \hat{S} \\
\alpha \downarrow & & \downarrow \hat{\beta} \\
R & \longrightarrow & \tilde{S}
\end{array}
\]

This completes the proof of part (b).

For parts (a) and (c), argue as above, using [7, (4.1.4)] and Proposition 4.7(b) in place of Proposition 4.7(a).

4.9 (Proof of Theorem B). Case 1: \( P = \text{Gorenstein} \). Since \( \alpha \) and \( \beta \) are both flat with Gorenstein closed fibers, they are both Gorenstein. It follows that there are integers \( a \) and \( b \) such that \( I_{\tilde{R}}^{\tilde{\phi}}(t) = t^a I_{R}^{\phi}(t) \) and \( I_{\tilde{S}}^{\tilde{\phi}}(t) = t^b I_{S}^{\phi}(t) \). Thus, there is an integer \( c \) such that \( I_{\tilde{S}}^{\tilde{\phi}}(t) = t^c I_{R}^{\phi}(t) \) if and only if there is an integer \( d \) such that \( I_{\tilde{S}}^{\tilde{\phi}}(t) = t^d I_{R}^{\phi}(t) \). Proposition 13(b) says that \( \text{fd}(\tilde{\phi}) \) is finite if and only if \( \text{fd}(\phi) \) is finite, so \( \phi \) is Gorenstein if and only if \( \tilde{\phi} \) is Gorenstein, by definition.

Case 2: \( P = \text{quasi-Gorenstein} \). This follows like Case 1, using Proposition 4.8(a).

For the remaining cases, let \( R \overset{\phi}{\longrightarrow} R' \overset{\tilde{\phi}'}{\longrightarrow} S \) be a minimal Cohen factorization of \( \phi \), and let \( R \overset{\tilde{\phi}}{\longrightarrow} S' \overset{\tilde{\phi}'}{\longrightarrow} \tilde{S} \) be a minimal Cohen factorization of \( \tilde{\phi} \). Proposition 3.2
provides a weakly regular local ring homomorphism \( \alpha' : R' \to S' \) such that the next diagram commutes

\[
\begin{array}{ccc}
R & \xrightarrow{\phi} & \hat{S} \\
\downarrow{\alpha} & & \downarrow{\beta} \\
R' & \xrightarrow{\phi'} & \hat{S}'
\end{array}
\]  

(4.9.1)

and such that the second square is a pushout.

Case 3: \( P = \text{complete intersection} \). Since the second square of diagram (4.9.1) is a pushout, we have \( \text{Ker}(\tilde{\phi}') = \text{Ker}(\phi') \hat{R}' \). The fact that \( \alpha' \) is flat and local implies that a minimal generating sequence for \( \text{Ker}(\phi') \hat{R}' \) extends to a minimal generating sequence for \( \text{Ker}(\phi') \hat{R} \), and that this sequence is \( R' \)-regular if and only if it is \( \hat{R}' \)-regular. That is, the ideal \( \text{Ker}(\tilde{\phi}') = \text{Ker}(\phi') \hat{R}' \) in \( \hat{R}' \) is a complete intersection if and only if \( \text{Ker}(\phi') \subseteq R' \) is a complete intersection. Thus, \( \phi \) is complete intersection if and only if \( \tilde{\phi} \) is complete intersection, by definition.

Case 4: \( P = \text{(quasi-)Cohen-Macaulay} \). Assume for the moment that \( G\text{-dim}(\phi) < \infty \). Then Proposition 4.8(a) implies that \( G\text{-dim}(\tilde{\phi}) < \infty \). From [7, (6.7) Lemma], a relative dualizing complex for \( \phi \) is \( D_{\phi} = R \text{Hom}_{R'}(\hat{S}, \hat{R}') \), and it follows that

\[
D_{\tilde{\phi}} = R \text{Hom}_{\hat{R}}(\tilde{S}, \hat{R}') 
\]

\[
\simeq R \text{Hom}_{\hat{R}}(\hat{R}' \otimes_{\hat{R}} \tilde{S}, \hat{R}' \otimes_{\hat{R}} R') 
\]

\[
\simeq \hat{R}' \otimes_{\hat{R}} R \text{Hom}_{R'}(\tilde{S}, R') 
\]

\[
= \hat{R}' \otimes_{\hat{R}} R D_{\phi}.
\]

The second step is from the fact that the second square of diagram (4.9.1) is a pushout and \( \alpha' \) is flat. It follows that

\[
\text{qcmd}(\tilde{\phi}) = \text{qcmd}(\tilde{\phi}) = \text{amp}(D_{\tilde{\phi}}) = \text{amp}(\hat{R}' \otimes_{\hat{R}} D_{\phi})
\]

\[
= \text{amp}(D_{\phi}) = \text{qcmd}(\phi) = \text{cmd}(\phi).
\]

A similar argument shows that if \( \text{fd}(\phi) < \infty \), then \( \text{cmd}(\tilde{\phi}) = \text{cmd}(\phi) \).

In view of the simultaneous finiteness given in Propositions 4.3(a)–(b) and 4.8(a), we see that \( \phi \) is quasi-Cohen-Macaulay if and only if \( \tilde{\phi} \) is quasi-Cohen-Macaulay, and \( \phi \) is Cohen-Macaulay if and only if \( \tilde{\phi} \) is Cohen-Macaulay.

\[ \square \]

**Remark 4.10.** We have learned from Javier Majadas and Tirdad Sharif that the assumptions of weak Coheness and separability can be removed from Theorem 13 in the case where \( P \) is “complete intersection”, using André-Quillen homology. In the other cases, though, we do not know if these assumptions are necessary.

5. **Proof of Theorem C**

**Remark 5.1.** Complete intersection dimension is quite nice in many respects. However, at this time we do not know how it behaves with respect to short exact sequences: If two of the modules in an exact sequence \( 0 \to M_1 \to M_2 \to M_3 \to 0 \) have finite CI-dimension, must the third module also have finite CI-dimension?

The difficulty with this question is the following. Assume, for instance, that \( \text{CI-dim}_R(M_1) \) and \( \text{CI-dim}_R(M_2) \) are finite. Then for \( i = 1, 2 \) there is a quasi-deformation \( R \to R_i \leftarrow Q_i \) such that \( \text{pd}_{Q_i}(R_i \otimes_R M_i) < \infty \). If there were a single
quasi-deformation $R \to R' \leftarrow Q$ such that $\text{pd}_Q(R' \otimes_R M_i) < \infty$ for $i = 1, 2$ then we could conclude easily that $\text{pd}_Q(R' \otimes_R M_3) < \infty$, so $\text{CI-dim}_R(M_3) < \infty$. The difficulty lies in attempting to combine the two given quasi-deformations into a single one that works for both $M_1$ and $M_2$. Theorem C deals with half of this problem when the maps $R \to R_i$ are weakly Cohen by showing how to combine the flat maps in the given quasi-deformations. However, we do not see how to use Theorem C to answer the above question in any special cases, e.g., when $R$ contains a field of characteristic 0.

5.2 (Proof of Theorem C). Consider the induced maps $k \to k_i$ for $i = 1, 2$. Since these are separable by assumption, there is a commutative diagram of separable field extensions

$$
\begin{array}{ccc}
k & \xrightarrow{\varphi_i} & k_i \\
\downarrow & & \downarrow \\
& k_2 & \xrightarrow{k'}. \\
\end{array}
$$

Let $\alpha: (R, m, k) \to (\tilde{R}, \tilde{m}, k')$ and $\beta_i: (R_i, m_i, k) \to (\tilde{R}_i, \tilde{m}_i, k')$ be Cohen extensions corresponding to the separable field extensions $k \to k'$ and $k_i \to k'$ such that the rings $\tilde{R}$ and $\tilde{R}_i$ are complete; see [18 Théorème 19.8.2(ii)].

By Lemma 4.1 and Proposition 4.3(c), each $\varphi_i$ such that $\tilde{Q}_i$ is complete, $\delta_i$ is weakly regular, $\gamma_i$ is surjective, and the induced map $R_i \otimes_{Q_i} \tilde{Q}_i \to \tilde{R}_i$ is an isomorphism. Because of this isomorphism and the flatness of $\delta_i$, the fact that $\tau_i$ is surjective with kernel generated by a $Q_i$-regular sequence implies that $\gamma_i$ is surjective with kernel generated by a $\tilde{Q}_i$-regular sequence. Also, since the maps $R \xrightarrow{\varphi_i} R_i \xrightarrow{\beta_i} \tilde{R}_i$ are flat and local, the same is true of the composition. Thus, for $i = 1, 2$, the diagram $R \xrightarrow{\beta_i \varphi_i} \tilde{R}_i \xrightarrow{\gamma_i} \tilde{Q}_i$ is a quasi-deformation.

Now consider the complete tensor product $R' = \tilde{R}_1 \otimes_{\tilde{R}} \tilde{R}_2$; see, e.g., [16 Section 0.7.7] and [29 Section V.B.2] for background on this. This is a complete semi-local noetherian ring that is flat over each $\tilde{R}_i$ by [18 Lemme 19.7.1.2]. Moreover, the proof of [18 Lemme 19.7.1.2] shows that the maximal ideals of $R'$ are in bijection with the maximal ideals of $(\tilde{R}_1/\tilde{m}_1) \otimes_{\tilde{R}} (\tilde{R}_2/\tilde{m}_2) \cong k' \otimes k' \cong k'$, so $R'$ is local. For $i = 1, 2$ let $\sigma_i: (\tilde{R}_i, \tilde{m}_i, k') \to (R', m', k')$ be the natural (flat local) map.
Hence, each $\sigma_i$ is flat with complete target, so by Fact 2.6 there exists a commutative diagram of local homomorphisms

\[
\begin{array}{ccc}
(Q_1, \tilde{m}_i, k') & \xrightarrow{\gamma_i} & (Q', \tilde{m}, k') \\
\downarrow & & \downarrow \\
(\tilde{R}_i, \tilde{m}_i, k') & \xrightarrow{\sigma_i} & (R', m', k')
\end{array}
\] (5.2.2)

such that $Q_i$ is complete, $\delta_i$ is weakly regular, and $\gamma_i$ is surjective.

Thus, the following diagram

\[
\begin{array}{ccc}
(Q_1, n_1, k_1) & \xrightarrow{\gamma_1} & (R_1, m_1, k_1) \\
\downarrow & & \downarrow \\
(Q_1, n_1, k') & \xrightarrow{\sigma_1} & (R', m', k') \\
\downarrow & & \downarrow \\
(Q_2, n_2, k_2) & \xrightarrow{\gamma_2} & (Q', \tilde{m}, k_2) \\
\downarrow & & \downarrow \\
(Q_2, n_2, k') & \xrightarrow{\sigma_2} & (Q', \tilde{m}, k')
\end{array}
\] (C.1)

commutes where $\alpha' = \sigma_1 \beta_1 \varphi_1 = \sigma_2 \beta_2 \varphi_2$. By assumption, each $\gamma_i$ is surjective. Since $\sigma_1$, $\beta_1$, and $\varphi_1$ are flat, so is their composition $\alpha'$. The maps $\delta_i$ and $\tilde{\delta}_i$ are weakly regular, hence Fact 2.2 implies that their composition is weakly regular. Moreover, since the field extension $k_1 \rightarrow k'$ is separable, the composition $\delta_i \delta_i$ is weakly Cohen.

Let us assume that each map $\varphi_i$ is weakly Cohen. Then the closed fiber $R_i/mR_i$ is regular. Since $\beta_i: R_i \rightarrow \tilde{R}_i$ is Cohen, the same is true of the induced map $R_i/mR_i \rightarrow \tilde{R}_i/m\tilde{R}_i$. Thus, the fact that $R_i/mR_i$ is regular implies that $\tilde{R}_i/m\tilde{R}_i$ is also regular. Since $\alpha: R \rightarrow \tilde{R}$ is Cohen, we have $m\tilde{R} = \tilde{m}$, and it follows that $\tilde{R}_i/m\tilde{R}_i = \tilde{R}_i/m\tilde{R}_i$ is regular. From [18 Lemme 19.7.1.2] we know that the closed fiber of the map $\sigma_1: (\tilde{R}_1, \tilde{m}_1, k') \rightarrow (R', m', k')$ is

\[
R'/\tilde{m}R' \cong [\tilde{R}_1/\tilde{m}_1] \otimes_{R} \tilde{R}_2 \cong [\tilde{R}_1/\tilde{m}_1] \otimes_{k'} [\tilde{R}_2/\tilde{m}_2] \cong k'/k_2 \otimes_{k'} [\tilde{R}_2/\tilde{m}_2] \cong \tilde{R}_2/\tilde{m}_2.
\]

Since this ring is regular and the field extension $k' \rightarrow k'$ is trivially separable, the map $\sigma_1$ is weakly Cohen, as is $\sigma_2$ by similar argument. Thus, Fact 2.6 implies that diagram (5.2.2) is a pushout. As in an earlier part of this proof, for each $i = 1, 2$ the diagram $R \xrightarrow{\sigma_i \beta_i \varphi_i} R' \xrightarrow{\gamma_i} Q_i$ is a quasi-deformation.

By construction, the maps $R_i \xrightarrow{\sigma_i \beta_i} R'$ are compositions of weakly Cohen maps, so they are weakly Cohen; hence conclusion [b3] from the statement of Theorem C is satisfied. Since the diagrams (5.2.1) and (5.2.2) are pushouts, the same is true of the parallelograms in the diagram above; hence conclusion (b2) from the statement of Theorem C is satisfied. Lastly, given an $R$-module $M$, the flatness of the map $Q_i \xrightarrow{\delta_i} Q_i$ provides the first equality in the next display:

\[
\text{pd}_{Q_i}(M \otimes_R R_i) = \text{pd}_{Q_i}((M \otimes_R R_i) \otimes_{Q_i} Q_i) = \text{pd}_{Q_i}(M \otimes_R R_i) = \text{pd}_{Q_i}(M \otimes_R R').
\]

(See [25 Theorem 9.6] and [26].) The last equality is from the pushout conclusion on each parallelogram. This shows that conclusion (b3) from the statement of Theorem C is satisfied.
Remark 5.3. At this time, we do not know if the weakly Cohen assumption is necessary in Theorem C.
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