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EXISTENCE OF POSITIVE SOLUTIONS FOR p(x)-LAPLACIAN
EQUATIONS WITH A SINGULAR NONLINEAR TERM

JINGJING LIU, QIHU ZHANG, CHUNSHAN ZHAO

Dedicated to Professor Xianling Fan on his 70th birthday

Abstract. In this article, we study the existence of positive solutions for the

p(x)-Laplacian Dirichlet problem

−∆p(x)u = λf(x, u)

in a bounded domain Ω ⊂ RN . The singular nonlinearity term f is allowed
to be either f(x, s) → +∞, or f(x, s) → +∞ as s → 0+ for each x ∈ Ω.

Our main results generalize the results in [15] from constant exponents to

variable exponents. In particular, we give the asymptotic behavior of solutions
of a simpler equation which is useful for finding supersolutions of differential

equations with variable exponents, which is of independent interest.

1. Introduction

Let Ω ⊂ RN be an open bounded domain with C2 boundary. We consider the
existence of positive solutions for elliptic problems with variable exponent of the
form

−∆p(x)u = λf(x, u), in Ω,

u(x) > 0, in Ω,

u(x) = 0, on ∂Ω,
(1.1)

where −∆p(x)u = −div(|∇u|p(x)−2∇u) with ∇u = (∂x1u, ∂x2u, . . . , ∂xNu) which is
so-called p(x)-Laplacian, p(·) is a function which satisfies some conditions specified
below, f : Ω × (0,∞) → [0,∞) is a continuous function, and λ > 0 is a real
parameter. Throughout this paper, we will denote d(x) = d(x, ∂Ω).

In recent years, the study of differential equations and variational problems
with nonstandard p(x)-growth condition has been an interesting topic. The p(x)-
Laplacian arises from the study of nonlinear elasticity, electrorheological fluids and
image restoration etc. For example, electrorheological fluids have an extensive ap-
plications in robotics, aircraft and aerospace. We refer readers to [1, 5, 19, 41, 42, 46]
for more detailed background of applications. There are many reference papers re-
lated to the study of differential equations and variational problems with variable
exponent. Far from being complete, we refer readers to [1, 2, 3, 6, 7, 8, 9, 10, 11,
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12, 14, 20, 21, 22, 23, 24, 25, 26, 30, 31, 32, 33, 34, 35, 36, 39, 42, 43, 44, 45, 46]
and references cited therein. For example, the regularity of weak solutions for dif-
ferential equations with variable exponent was studied in [1, 7], and existence of
solutions for variable exponent problems was studied in a series of papers [3, 9,
12, 20, 24, 30, 33, 36, 39, 44, 45]. Recently, the applications of variable exponent
analysis in image restoration attracted more and more attention [16, 17, 23, 28]. In
this paper, our aim is to study the existence of positive solution for problem (1.1)
with singular nonlinear term f .

Clearly, if p(·) ≡ p, a constant, the operator is the well-known p-Laplacian, and
(1.1) is the usual p-Laplacian equation, but for non-constant p(·), p(x)-Laplacian
problems are more complicated due to the non-homogeneity of p(x)-Laplacian. For
example, if Ω is a smooth bounded domain, the Rayleigh quotient

λp(·) = inf
u∈W 1,p(·)

0 (Ω)\{0}

∫
Ω

1
p(x) |∇u|

p(x)dx∫
Ω

1
p(x) |u|p(x)dx

is zero in general, and λp(·) > 0 only under some special conditions (see [13]). It is
also possible the first eigenvalue and eigenfunction of p(x)-Laplacian do not exist,
even though the existence of the first eigenvalue and eigenfunction is very important
in the study of elliptic problems related to p-Laplacian problems. For example, in
[15], the author use the first eigenfunction and the first eigenvalue to construct
subsolutions. Fan [8] considered the eigenvalue problem of p(x)-Laplacian equation
with the Neumann boundary condition, the existence of infinite many eigenvalues
has been established. Benouhiba [2] studied the eigenvalue problem

−∆p(x)u = λV (x)|u|q(x)−2u, x ∈ RN ,

where 1 < p(·); q(·) ∈ C(RN ) and V (·) is an indefinite weight function. The
results show that the spectrum of such problems contains a continuous family of
eigenvalues.

There are many papers deal with the existence of positive solution for a class
p-Laplacian equation with singular nonlinearity (see [15, 18, 37, 38, 40] Mohammed
[37], Perera and Silva —citep1, Qing and Yang [40] and Guo et al [18] studied the
solvability of (1.1) with λ = 1, p(·) ≡ p 6= 2 and f(·, ·) satisfies various conditions.
In [38], the authors considered a boundary condition in a more general sense.

Mohammed [37] considered the existence and uniqueness of weak solutions of
the singular boundary value problem with constant exponent as follows.

−∆pu = f(x, u), in Ω,

u(x) > 0, in Ω,

u(x) = 0, on ∂Ω,

where Ω is a bounded domain in RN with C1,ω boundary for some 0 < ω < 1, and
singular nonlinearity term f(x, t) could show up when t → 0+. Mohammed make
the following two assumptions:

(1) For each θ ∈ (0, 1), there is a constant Cθ ≥ 1 such that g(θt) ≤ Cθg(t) for
all t > 0;

(2) f(x, s) ≥ a(x) for any (x, s) ∈ Ω× (0,∞).
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In [15], the authors studied the existence of solutions of the nonlinear elliptic
problem with constant exponent,

−∆pu = λf(x, u), in Ω,

u(x) > 0, in Ω,

u(x) = 0, on ∂Ω,

where Ω is a bounded domain in RN , 1 < p < N , f : Ω × (0,∞) → [0,∞) is a
suitable function and λ > 0 is a real parameter. The nonlinearity term f is allowed
to be either f(x, s) → +∞ or f(x, s) → +∞ as s → 0+ for each x ∈ Ω, and the
assumptions (1) and (2) are not assumed.

Results on elliptic problems with singular nonlinearity are rare (see [29, 44]).
In [44], by using the sub-supersolution method, we studied the existence and the
boundary asymptotic behavior of solutions of the elliptic problem with variable
exponent,

−∆p(x)u =
λ

uγ(x)
, in Ω,

u(x) > 0, in Ω,

u(x) = 0, on ∂Ω,

where Ω ⊂ RN is a domain with C2 boundary, λ is a positive parameter which is
large enough.

Liu [29] generalized the results of [37] to p(x)-Laplacian by making the similar
assumptions. The condition (1) implies that g(t) ≤ Ct−a when t ≤ 1 for some
a > 0, which is invalid for g(t) = e1/t, and the condition (2) is a bit strong in
some sense. Motivated by [15], in this rticle we partly generalized the results to
p(x)-Laplacian.

Before stating our main results, we make the following assumptions throughout
this paper:

(H0) p(·) ∈ C1(Ω), 1 < p− := infΩ p(x) ≤ p+ := supΩ p(x) <∞, p(·) < N .
(H1) f(x, s) ≤ b(x)g(s) for all (x, s) ∈ Ω× (0,∞), where g : (0,+∞)→ (0,+∞)

is a continuous function, sg(s) is decreasing for s ≤ 1; and b : Ω→ [1,∞),
b(·) ∈ Lα(·)(Ω), 1 < α(·) ∈ C(Ω), and 1

α(x) + 1
p∗(x) < 1, for all x ∈ Ω.

(H2) f(x, s) satisfies

lim inf
s→0+

f(x, s)
sp−−1| ln s|p−

= +∞ uniformly for x ∈ Ω. (1.2)

Theorem 1.1. Assume that (H0), (H1), (H2) hold. Then problem (1.1) has a
solution when λ is small enough.

Theorem 1.2. . Assume that (H0), (H1), (H2) hold. Also assume that
(i) there is a small δ > 0 such that p(x) ≡ p (a constant) for any x ∈ Ω with

d(x) ≤ δ;
(ii) lim

s→+∞
g(s)

sp−−1−ε := g∞ ∈ [0,+∞), where ε > 0 is small enough;

(iii) α(·) > N on Ω.
Then problem (1.1) has a solution for any positive λ.

Theorem 1.3. Assume that (H0), (H1), (H2) hold. Also assume that

(i) ∂p(·)
∂ν < 0 on ∂Ω, where ν is the inward unit normal vector of ∂Ω;
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(ii) lims→+∞
g(s)

sp−−1−ε := g∞ ∈ [0,+∞), where ε > 0 is small enough;
(iii) α(·) > N on Ω.

Then problem (1.1) has a solution for any positive constant λ.

Theorem 1.4. Assume that (H0), (H1), (H2) hold. Also assume that

(i) Equation (1.1) is radial;
(ii) lims→+∞

g(s)

sp−−1−ε := g∞ ∈ [0,+∞), where ε > 0 is small enough.

Then problem (1.1) has a solution for any positive λ.

This paper is organized as follows. In section 2, we will recall some basic facts
about the variable exponent Lebesgue and Sobolev spaces which we will use later,
and we will also give a general principle of sub-supersolution method. Proofs of our
results will be presented in section 3.

2. Preliminaries

Throughout this paper, the letters c, ci, C, Ci (i = 1, 2, . . . ), denote positive
constants which may vary from line to line, but they are independent of the terms
which will take part in any limit process.

To deal with the p(x)-Laplacian problem, we need introduce some functional
spaces Lp(·)(Ω), W 1,p(·)(Ω), W 1,p(·)

0 (Ω) and properties of the p(x)-Laplacian which
we will use later. Denote by S(Ω) be the set of all measurable real-valued functions
defined in Ω. Note that two measurable functions are considered as the same
element of S(Ω) when they are equal almost everywhere. Let

Lp(·)(Ω) =
{
u ∈ S(Ω) :

∫
Ω

|u(x)|p(x)dx <∞
}
,

with the norm

|u|p(·) = |u|Lp(·)(Ω) = inf
{
λ > 0 :

∫
Ω

|u(x)
λ
|p(x)dx ≤ 1

}
.

The space (Lp(·)(Ω), | · |p(·)) becomes a Banach space. We call it variable exponent
Lebesgue space. Moreover, this space is a separable, reflexive and uniform convex
Banach space; see [14, Theorems 1.6, 1.10, 1.14].

The variable exponent Sobolev space

W 1,p(·)(Ω) =
{
u ∈ Lp(·)(Ω) : |∇u| ∈ Lp(·)(Ω)

}
,

can be equipped with the norm

‖u‖ = |u|p(·) + |∇u|p(·), ∀u ∈W 1,p(·)(Ω).

Note that W 1,p(·)
0 (Ω) is the closure of C∞0 (Ω) in W 1,p(·)(Ω). The spaces W 1,p(·)(Ω)

and W 1,p(·)
0 (Ω) are separable, reflexive and uniform convex Banach spaces (see [14,

Theorem 2.1].
For u, v ∈ S(Ω), we write u ≤ v if u(x) ≤ v(x) for a.e. x ∈ Ω. Let ρ(x, s) be a

Carathéodory function on Ω × R with property that for any s0 > 0 there exists a
constant A such that

|ρ(x, s)| ≤ A for a.e. x ∈ Ω and all s ∈ [−s0, s0]. (2.1)
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Definition 2.1. (i) Let u, u ∈ W 1,p(·)
loc (Ω) ∩ C0(Ω) satisfy u, u > 0 in Ω. We say u

and u are a subsolution and a supersolution of (1.1) respectively, if∫
Ω

|∇u|p(x)−2∇u∇φdx ≤
∫

Ω

λf(x, u)φdx,∫
Ω

|∇u|p(x)−2∇u∇φdx ≥
∫

Ω

λf(x, u)φdx,

for all φ ∈ C∞0 (Ω) with φ ≥ 0 and suppφ ⊂⊂ Ω. We say u is a solution of (1.1), if
it is both a subsolution and a supersolution of (1.1).

(ii) A function u ∈W 1,p(·)(Ω) ∩ C(Ω) is called a weak solution of the problem

−∆p(x)u = ρ(x, u), in Ω,

u(x) = ϕ(x), on Ω,
(2.2)

where ϕ(·) ∈ C(Ω), if∫
Ω

|∇u|p(x)−2∇u∇φdx =
∫

Ω

ρ(x, u)φdx,∀φ ∈ C∞0 (Ω);

(iii) u, u ∈ W 1,p(·)(Ω) ∩ C(Ω) are called a weak subsolution and a weak super-
solution of the problem (2.2) respectively if u ≤ ϕ and u ≥ ϕ on ∂Ω and for all
φ ∈ C∞0 (Ω), φ ≥ 0, ∫

Ω

|∇u|p(x)−2∇u∇φdx ≤
∫

Ω

ρ(x, u)φdx,∫
Ω

|∇u|p(x)−2∇u∇φdx ≥
∫

Ω

ρ(x, u)φdx.

Lemma 2.2 ([12, Proposition 2.1]). The space (Lp(·)(Ω), | · |p(·)) is a separable,
uniform convex Banach space, and its conjugate space is Lp

0(·)(Ω), where p0(·) is
the conjugate function of p(·) satisfying 1

p(·) + 1
p0(·) ≡ 1. For any u ∈ Lp(·)(Ω) and

v ∈ Lp0(·)(Ω), we have the following Hölder inequality

|
∫

Ω

uvdx| ≤
∫

Ω

|uv| dx ≤ (
1
p−

+
1

(p0)−
)|u|p(·)|v|p0(·) ≤ 2|u|p(·)|v|p0(·).

Definition 2.3. Let u, v ∈W 1,p(·)(Ω)∩L∞(Ω). We say that −∆p(x)u+ ρ(x, u) ≤
−∆p(x)v + ρ(x, v) in Ω if∫

Ω

|∇u|p(x)−2∇u∇φdx+
∫

Ω

ρ(x, u)φdx ≤
∫

Ω

|∇v|p(x)−2∇v∇φdx+
∫

Ω

ρ(x, v)φdx

for all φ ∈ C∞0 (Ω), φ ≥ 0.

Next we give a comparison principle as follows.

Lemma 2.4 ([43, Lemma 2.3]). Let ρ(x, t) be a function satisfying (2.1) and non-
decreasing in t. Let u, v ∈W 1,p(·)(Ω) satisfy

−∆p(x)u+ ρ(x, u) ≤ −∆p(x)v + ρ(x, v), (x ∈ Ω),

if u ≤ v on ∂Ω, then u ≤ v in Ω.

Lemma 2.5 ([6, Theorem 8.3.1]). For every u ∈W 1,p(·)
0 (Ω), the inequality

|u|p∗(·) ≤ C|∇u|p(·)
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holds with a constant C depending only on the dimension N and p+ and independent
of Ω.

Lemma 2.6. Suppose the domain Ω has finite measure, i.e. |Ω| < +∞, p(·), q(·) ∈
C(Ω), and 1 < p(x) < q(x) < N , for all x ∈ Ω. Then for every u ∈ Lq(·)(Ω), the
following inequality holds:

|u|p(·) ≤ 2|Ω|
1
p(ξ)−

1
q(ξ) |u|q(·), where ξ ∈ Ω.

Moreover, |u|p(·) ≤ 2|Ω|1/N |u|p∗(·) for all u ∈W 1,p(·)
0 (Ω).

The basic principle of sub-supersolution method for (1.1) can be stated as follows.

Lemma 2.7. Suppose that (H0) holds and u, u ∈ W 1,p(·)
loc (Ω) ∩ C0(Ω). Let u and

u be a subsolution and a supersolution of (1.1) respectively satisfying u ≤ u. If
f ∈ C(Ω×R,R), then (1.1) has a solution u ∈W 1,p(·)

loc (Ω)∩C0(Ω) satisfy u ≤ u ≤ u.

Proof. Denote Ωn = {x ∈ Ω : d(x) > 1/n}. Let

f̃(x, u) =


f(x, u), u ≥ u,
f(x, u), u < u < u,

f(x, u), u ≤ u.
Consider

−∆p(x)u = λf̃(x, u), in Ωn,

u(x) > 0, in Ωn,

u(x) = u(x), on ∂Ωn.

(2.3)

Since |f̃(x, u)| is bounded on Ωn and u ∈ C0(Ω), it is easy to see that (2.3) has a
solution un, satisfy u ≤ un ≤ u. By [11, Theorem 1.2], we can see that {un}n≥n0+1

has uniformly bounded C1,α norm on Ωn0 . By the diagonal method, we can choose
a subsequence {unk} of {un} such that

unk(x)→ u(x), ∇unk(x)→ ∇u(x), ∀x ∈ Ω,

where u ∈ C0(Ω)∩C1(Ω). Thus u is a solution of (1.1) and satisfies u ≤ u ≤ u. �

3. Proofs of main results

To study the existence of solutions of (1.1), we need to do some preparation
work. Note that by [10, Theorem 4.2], the following problem has a weak solution
ωb ∈W 1,p(·)

0 (Ω),
−∆p(x)ω = b(x), in Ω,

ω(x) = 0, on ∂Ω.
(3.1)

Since b(·) is nonnegative, by the comparison principle it follows that ωb is non-
negative (see [43, Lemma 2.3]) and it is positive in Ω (see [43, Theorem 1.1]]). From
[10, Theorem 4.1], we see that ωb is bounded. Then we have ωb ∈ C1,α(Ω) and
∂ωb
∂ν > 0 on ∂Ω from the following Lemma.

Lemma 3.1. (i) [7, Theorem 1.2] Let ωb be a bounded solution of (3.1), then
ωb ∈ C1,α(Ω);

(ii) [43, Theorem 1.2] Let ωb be a solution of (3.1), x1 ∈ ∂Ω, ωb ∈ C1(Ω∪{x1}),
ωb(x1) = 0. If Ω satisfies the inward-ball condition at x1, then ∂ωb

∂ν (x1) > 0, where
ν is the inward unit normal vector of ∂Ω on x1.
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We will prove the Theorems 1.1–1.4 stated in section 1 by using Lemma 2.7.
Next we will construct a supersolution of (1.1) when λ is small enough. Before we
begin the proof of Theorem 1.1, we need some background.

Define

g#(s) =


g(s), when s < 1,
g(s), when s ≥ 1 and lim sups→+∞

g(s)

sp−−1−ε < +∞,
g(1)sp

−−1−ε, when s ≥ 1 and lim sups→+∞
g(s)

sp−−1−ε = +∞.

Without loss of generality, we assume that g#(s) = C∗s
p−−1−ε for s ≥ 1. There

exists M0 = M0(δ) large enough such that

g#(s) < δsp
−−1, ∀s ≥M0. (3.2)

Now we define a continuous function ĝ : (0,∞)→ (0,∞) by

ĝ(s) := sup
{ g#(t)
tp−−1

, t > s
}
, s > 0.

It follows from (3.2) and the definition of ĝ that
(i) ĝ is non-increasing;
(ii) ĝ(s) ≥ g#(s)

sp−−1 , s > 0;
(iii) ĝ(s) < δ, for all s ≥M0.

We also define a C1-function

H(s) :=
(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

, s > 0.

Lemma 3.2. The function H satisfies
(i) H is strictly decreasing, and −H ′(s) ≥ 2ε−1

p−−1
H(s)
s ;

(ii) ĝ(s) ≤ [H(s)]p
−−1 ≤ ĝ(s/2), s > 0;

(iii) H(s)→ +∞ as s→ 0+, H(s)→ 0+, when s→ +∞.

Proof. We only need to prove −H ′(s) ≥ 2ε−1
p−−1

H(s)
s , the rest is easy to be verified.

By computations

−H ′(s) =
1

p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

∫ s

s
2

ĝ(t)dt+
2
s

(
1
2
ĝ(
s

2
)− ĝ(s))

)
.

By condition (H1), when s ≤ 1, sp
−
ĝ(s) is decreasing, then we have 1

2 ĝ( s2 )−ĝ(s) ≥ 0,
and then

−H ′(s) ≥ 1
p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1 2
s2

∫ s

s
2

ĝ(t)dt ≥ 2ε − 1
p− − 1

H(s)
s

.

Here we note that ĝ(s) = C∗s
−ε for s ≥ 1. When s ≥ 2, we have

2
s

(1
2
ĝ(
s

2
)− ĝ(s)

)
= C∗

2
s

(1
2

(
s

2
)−ε − s−ε

)
= C∗

2
s

(2ε−1 − 1)s−ε

=
2
s

(2ε−1 − 1)ĝ(s)

≥ 2
s

(2ε−1 − 1)
2
s

∫ s

s
2

ĝ(t)dt
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= (2ε − 2)
2
s2

∫ s

s
2

ĝ(t)dt,

and

−H ′(s) =
1

p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

∫ s

s
2

ĝ(t)dt+
2
s

(
1
2
ĝ(
s

2
)− ĝ(s))

)
≥ 1
p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

∫ s

s
2

ĝ(t)dt+ (2ε − 2)
2
s2

∫ s

s
2

ĝ(t)dt
)

=
1

p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

(2ε − 1)
∫ s

s
2

ĝ(t)dt
)

=
2ε − 1
p− − 1

H(s)
s

.

Note that sp
−
ĝ(s) is decreasing for s ≤ 1. When 1 < s < 2, we have

2
s

(1
2
ĝ(
s

2
)− ĝ(s)

)
=

2
s

(1
2

(
s

2
)−p

−
(
s

2
)p
−
ĝ(
s

2
)− C∗s−ε

)
≥ 2
s

(1
2

(
s

2
)−p

−
(
2
2

)p
−
ĝ(

2
2

)− C∗s−ε
)

= C∗
2
s

(
1
2

(
s

2
)−p

−
− s−ε)

= C∗
1
s
s−ε(2p

−
sε−p

−
− 2)

≥ C∗
1
s
s−ε(2ε − 2)

≥ (2ε − 2)
2
s2

∫ s

s
2

ĝ(t)dt.

Then we have

−H ′(s) =
1

p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

∫ s

s
2

ĝ(t)dt+
2
s

(
1
2
ĝ(
s

2
)− ĝ(s))

)
≥ 1
p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

∫ s

s
2

ĝ(t)dt+ (2ε − 2)
2
s2

∫ s

s
2

ĝ(t)dt
)

=
1

p− − 1

(2
s

∫ s

s
2

ĝ(t)dt
) 1
p−−1

−1( 2
s2

(2ε − 1)
∫ s

s
2

ĝ(t)dt
)

=
2ε − 1
p− − 1

H(s)
s

.

By summarizing the above discussion, we have

−H ′(s) ≥ 2ε − 1
p− − 1

H(s)
s

, ∀s > 0.

The proof is complete. �

As a consequence of Lemma 3.2, we can define the function

η(s) :=
∫ s

0

1
H(t)

dt, s ≥ 0, (3.3)

for it is easy to show that η ∈ C2(0,∞).
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Lemma 3.3. The function η satisfies
(i) η : (0,∞)→ (0,∞) is strictly increasing;

(ii) let ψ = η−1 be the inverse function of η. Then ψ′(s) = H(ψ(s)), s > 0.

Denote Ωσ = {x ∈ Ω : ωb(x) < σ}, where σ > 0 is a small positive constant.

Lemma 3.4. Assume that (H0) and (H1) hold. Then there is a supersolution v of
(1.1) such that v ∈W 1,p(·)

loc (Ω) ∩ C0(Ω) when λ is small enough.

Proof. Define

v(x) :=

{
ψ(k1ωb(x)), x ∈ Ωσ,
ωb(x) + ψ(k1σ)− σ, x ∈ Ω\Ωσ,

(3.4)

where ωb is given by (3.1), and k1 > 1 is a constant. Obviously, v ∈ C0(Ω) ∩
W

1,p(·)
loc (Ω). From the definition of g and ĝ, Lemma 3.2, and Lemma 3.3, it follows

that

ψ′(k1ωb(x)) = H(ψ(k1ωb(x))) = H(v(x)), x ∈ Ωσ,

ψ′′(s) ≤ 0, for all s ≥ 0.

We will prove this Lemma in three steps.
Step 1. We will prove that v is a super-solution of (1.1) in Ωσ; i.e.,∫

Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

λbg(v)φdx ≥
∫

Ω

λf(x, v)φdx,

for any φ ∈ C∞0 (Ωσ) with φ ≥ 0 and suppφ ⊂⊂ Ωσ. By computation, we have∫
Ω

|∇v|p(x)−2∇v∇φdx

=
∫

Ω

[k1ψ
′(k1ωb)]p(x)−1|∇ωb|p(x)−2∇ωb∇φdx

=
∫

Ω

|∇ωb|p(x)−2∇ωb∇
{
φ[k1ψ

′(k1ωb)]p(x)−1
}
dx

−
∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[ψ′(k1ωb)]p(x)−2ψ′′(k1ωb) dx

−
∫

Ω

(k1)p(x)−1|∇ωb|p(x)−2∇ωb∇p[φψ′(k1ωb)p(x)−1] ln k1ψ
′(k1ωb) dx.

By Lemma 3.2, we have −H ′(v) ≥ 2ε−1
p−−1

H(v)
v which implies

−ψ′′(k1ωb) = −H ′(v)ψ′(k1ωb) = −H ′(v)H(v) ≥ 2ε − 1
p− − 1

H(v)
v

H(v).

Note that 0 < c1 ≤ |∇ωb| ≤ c2 on Ωσ. Let σ be small enough. We can see that v
is small enough in Ωσ, and H(v) is large enough in Ωσ. Then we have

|∇ωb|
2ε − 1
p− − 1

k1
H(v)
v
≥ c1

2ε − 1
p− − 1

k1
H(v)
v
≥ |∇p| ln k1H(v).

By computations, for any φ ∈ C∞0 (Ω) with φ ≥ 0, we have

−
∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[ψ′(k1ωb)]p(x)−2ψ′′(k1ωb) dx
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= −
∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[H(ψ(k1ωb))]p(x)−2ψ′′(k1ωb) dx

= −
∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[H(v)]p(x)−2H ′(v)ψ′(k1ωb) dx

≥
∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[H(v)]p(x)−1 2ε − 1
p− − 1

H(v)
v

dx

≥
∫

Ω

(k1)p(x)−1|∇ωb|p(x)−1|∇p|[φψ′(k1ωb)p(x)−1]| ln k1H(v)| dx.

Here we note that H(s) → +∞ as s → 0+ and v ∈ C0(Ω). Then v(x) ≤ 1 in Ωσ
and H(v(x)) ≥ 1 for any x ∈ Ωσ when σ is small enough. Thus we have∫

Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

|∇ωb|p(x)−2∇ωb∇{φ[k1ψ
′(k1ωb)]p(x)−1}dx

=
∫

Ω

b[k1ψ
′(k1ωb)]p(x)−1φdx

≥
∫

Ω

b[k1H(v)]p
−−1φdx

≥
∫

Ω

bkp
−−1

1 ĝ(v)φdx

≥
∫

Ω

bkp
−−1

1

g(v)
vp−−1

φdx

≥
∫

Ω

bg(v)φdx,

for any φ ∈ C∞0 (Ωσ) with φ ≥ 0 and suppφ ⊂⊂ Ω.
Then for any φ ∈ C∞0 (Ωσ) with φ ≥ 0 and suppφ ⊂⊂ Ωσ, we have∫

Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

λb(x)g(v)φdx ≥
∫

Ω

λf(x, v)φdx. (3.5)

Step 2. We will prove that v is a supersolution of (1.1) in Ω\Ωσ; i.e.,∫
Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

λf(x, v)φdx,∀φ ∈ C∞0 (Ω\Ωσ), φ ≥ 0.

Let λ be small enough such that λg(v(x)) ≤ 1, for all x ∈ Ω\Ωσ. For any φ ∈
C∞0 (Ω\Ωσ) with φ ≥ 0, we have∫

Ω

|∇v|p(x)−2∇v∇φdx =
∫

Ω

bφ dx ≥
∫

Ω

λbg(v)φdx ≥
∫

Ω

λf(x, v)φdx. (3.6)

Step 3. We will prove that v is a super-solution of (1.1) in Ω; i.e.,∫
Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

λf(x, v)φdx,

for all φ ∈ C∞0 (Ω) with φ ≥ 0 and suppφ ⊂⊂ Ω. Denote d1(x) = d(x, ∂(Ω\Ωσ)),
and

ξn(x) =


2n( 1

n − d1(x)), 1
2n ≤ d1(x) ≤ 1

n ,

1, 0 ≤ d1(x) < 1
2n , n ∈ N

0, other wise.
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For φ ∈ C∞0 (Ωσ), with φ ≥ 0 and suppφ ⊂⊂ Ω, we have φ = φ1,n + φ2,n + φ3,n,
where φ1,n = φχΩσ

(1−ξn) ∈ C∞0 (Ω) satisfies suppφ1,n b Ωσ, φ2,n = φξn ∈ C∞0 (Ω),
and φ3,n = φχΩ\Ωσ (1− ξn) ∈ C∞0 (Ω\Ωσ). Therefore,∫

Ω

|∇v|p(x)−2∇v∇φdx

= lim
n→∞

{∫
Ω

|∇v|p(x)−2∇v∇φ1,ndx+
∫

Ω

|∇v|p(x)−2∇v∇φ2,ndx

+
∫

Ω

|∇v|p(x)−2∇v∇φ3,ndx
}

≥ lim
n→∞

{∫
Ω

λf(x, v)φ1,ndx+
∫

Ω

λf(x, v)φ3,ndx+
∫

Ω

|∇v|p(x)−2∇v∇φ2,ndx
}

=
∫

Ωσ

λf(x, v)φdx+
∫

Ω\Ωσ
λf(x, v)φdx+ lim

n→∞

∫
Ω

|∇v|p(x)−2∇v∇φ2,ndx

=
∫

Ω

λf(x, v)φdx+ lim
n→∞

∫
Ω

φ|∇v|p(x)−2∇v∇ξndx

=
∫

Ω

λf(x, v)φdx+
∫
∂(Ω\Ωσ)

φ[(ψ′(k1σ)|∇k1ωb|)p(x)−1 − |∇ωb|p(x)−1] dS.

Here we note that ψ′(k1σ) = H(k1σ)→ +∞ as σ → 0+. Thus∫
∂(Ω\Ωσ)

φ[(ψ′(k1σ)|∇k1ωb|)p(x)−1 − |∇ωb|p(x)−1] dS ≥ 0,

and then ∫
Ω

|∇v|p(x)−2∇v∇φdx ≥
∫

Ω

λf(x, v)φdx,

for all φ ∈ C∞0 (Ω) with φ ≥ 0 and suppφ ⊂⊂ Ω. It means that v is a super-solution
of (1.1). The proof is complete. �

Proof of Theorem 1.1. At first, we construct a subsolution for problem (1.1). Since
∂Ω is C2 smooth, there exists a positive constant ` such that d(·) ∈ C2(∂Ω3`), and
|∇d(·)| ≡ 1, where ∂Ω3` = {x ∈ Ω : d(x) ≤ 3`}.

Let σ ∈ (0, `) be small enough. Denote

φ(x) =


ekd(x) − 1, d(x) < σ,

ekσ − 1 +
∫ d(x)

σ
kekσ( 2`−t

2`−σ )
2

p−−1 dt, σ ≤ d(x) < 2`,

ekσ − 1 +
∫ 2`

σ
kekσ( 2`−t

2`−σ )
2

p−−1 dt, 2` ≤ d(x),

where k > 0 is a parameter. It is easy to see that φ ∈ C1
0 (Ω). By computations it

follows that

−∆p(x)µφ =



−k(kµekd(x))p(x)−1
[
(p(x)− 1) + (d(x) + ln kµ

k )∇p(x)∇d(x)
+∆d(x)

k

]
, if d(x) < σ,{

1
2`−σ

2(p(x)−1)
p−−1 − ( 2`−d(x)

2`−σ )[(ln kµekσ( 2`−d(x)
2`−σ )

2
p−−1 )∇p(x)∇d(x)

+∆d(x)]
}

(kµekσ)p(x)−1( 2`−d(x)
2`−σ )

2(p(x)−1)
p−−1

−1
,

if σ < d(x) < 2`,

0 if 2` < d(x).
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Denote σ = 1
k ln 2

1
p+ . Then

ekσ = 2
1
p+ . (3.7)

Let

µ = e−ak, where a =
p− − 1

maxx∈Ω |∇p|+ 1
. (3.8)

Then kµ ≤ 1 when k is large enough. If k is sufficiently large, it is easy to see that

−∆p(x)φ ≤ 0 ≤ λf(x, φ), d(x) < σ. (3.9)

Since d(·) ∈ C2(Ω3`), there exists a positive constant C3 such that |∆d| ≤ C3 on
Ω3`. Note that the definition of σ means (3.7); i.e., ekσ = 2

1
p+ . When k is large

enough, we have
−∆p(x)µφ

≤ (kµekσ)p(x)−1(
2`− d(x)

2`− σ
)

2(p(x)−1)
p−−1

−1
∣∣∣ 2(p(x)− 1)
(2`− σ)(p− − 1)

− (
2`− d(x)

2`− σ
)
[
(ln kµekσ(

2`− d(x)
2`− σ

)
2

p−−1 )∇p(x)∇d(x) + ∆d(x)
]∣∣∣

≤ C1(kµ)p(x)−1| ln k + lnµ|, σ < d(x) < 2`.

(3.10)

When k is large enough, we can see that µ is small enough and moreover, kµ ≤ 1.
Combining (1.2), (3.8) and (3.10) together, we have

−∆p(x)µφ ≤ C1(kµ)p(x)−1| lnµ|

≤ C1(kµ)p
−−1| lnµ|

≤ C1a
1−p−µp

−−1| lnµ|p
−

≤ C2(µφ)p
−−1| lnµφ|p

−

≤ λf(x, µφ), σ < d(x) < 2`.

(3.11)

Obviously
−∆p(x)µφ = 0 ≤ λf(x, µφ), 2` < d(x). (3.12)

Combining (3.9), (3.11) and (3.12), we can conclude that

−∆p(x)µφ ≤ λf(x, µφ), a.e. in Ω. (3.13)

Here we note that µφ = v on ∂Ω, and µ∇φ ≤ ∇v near ∂Ω, then µφ ≤ v on Ω
when µ is small enough. By Lemma 2.7 and Lemma 3.4, (1.1) has a solution. The
proof is complete. �

To prove Theorem 1.2, we need the following Lemma, which is useful for finding
supersolutions of (1.1). We denote by C0 the best embedding constant ofW 1,1

0 (Ω) ⊂
L

N
N−1 (Ω) (see [4, Lemma 5.2]); i. e.,

|u|LN/(N−1)(Ω) ≤ C0|∇u|L1(Ω) for u ∈W 1,1
0 (Ω). (3.14)

Lemma 3.5. Suppose 0 ≤ b(·) ∈ Lα(·)(Ω), N < α(·) ∈ C(Ω). Let M > 0 and u be
the unique solution of the problem

−div(|∇u|p(x)−2∇u) = Mb(x), in Ω,
u = 0, on ∂Ω.

(3.15)
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Set

ρ0 =
p−

2|b(·)|Lα− (Ω)|Ω|
1
N−

1
α− C0

.

Then |u|∞ ≤ C∗M1/(p−−1) when M ≥ ρ0 and |u|∞ ≤ C∗M1/(p+−1) when M < ρ0,
where C∗ and C∗ are positive constants depending only on p+, p−, N, |b(·)|Lα− (Ω), |Ω|
and C0.

Proof. Let u be the solution of (3.15). Then u ≥ 0. For k ≥ 0, set Ak = {x ∈ Ω :
u(x) > k}. By taking (u − k)+ as a test function of (3.15), it follows from (3.14)
and Young inequality that∫

Ak

|∇u|p(x)dx = M

∫
Ak

b(u− k)dx

≤M |b(·)|LN (Ak)|(u− k)+|LN/(N−1)(Ak)

≤M |b(·)|Lα− (Ak)|Ak|
1
N−

1
α− |(u− k)+|LN/(N−1)(Ak)

≤M |b(·)|Lα− (Ω)|Ak|
1
N−

1
α− C0

∫
Ak

ε|∇u|ε−1dx

≤M |b(·)|Lα− (Ω)|Ak|
1
N−

1
α− C0

∫
Ak

( (ε|∇u|)p(x)

p(x)
+

(ε−1)p
0(x)

p0(x)

)
dx

≤
M |b(·)|Lα− (Ω)|Ω|

1
N−

1
α− C0

p−

∫
Ak

εp(x)|∇u|p(x)dx

+
M |b(·)|Lα− (Ω)|Ak|

1
N−

1
α− C0

(p+)0

∫
Ak

ε−p
0(x)dx.

(3.16)
When M ≥ ρ0 we can take

ε =
( p−

2M |b(·)|Lα− (Ω)|Ω|
1
N−

1
α− C0

)1/p−

= (
ρ0

M
)1/p− , (3.17)

then ε ≤ 1 and

M |b(·)|Lα− (Ω)|Ω|
1
N−

1
α− C0

p−

∫
Ak

εp(x)|∇u|p(x)dx

≤
M |b(·)|Lα− (Ω)|Ω|

1
N−

1
α− C0

p−
εp

−
∫
Ak

|∇u|p(x)dx

=
1
2

∫
Ak

|∇u|p(x)dx.

Consequently, from the inequality above and (3.16) it follows that∫
Ak

|∇u|p(x)dx ≤
2M |b(·)|Lα− (Ω)|Ak|

1
N−

1
α− C0

(p+)0

∫
Ak

ε−p
0(x)dx

≤
2M |b(·)|Lα− (Ω)C0ε

−(p−)0

(p+)0 |Ak|1+ 1
N−

1
α− .

(3.18)



14 J. LIU, Q. ZHANG, C. ZHAO EJDE-2014/155

Note that b(·) ≥ 1. From (3.15) and (3.18), we have∫
Ak

(u− k)dx ≤
∫
Ak

b(x)(u− k)dx =
1
M

∫
Ak

|∇u|p(x)dx ≤ γ|Ak|1+ 1
N−

1
α− , (3.19)

where

γ =
2|b(·)|Lα− (Ω)C0ε

−(p−)
0

(p+)0
. (3.20)

By the [27, Lemma 5.1, Chapter 2], (3.19) implies

|u|∞ ≤ γ(
α−N

α− −N
+ 1)2|Ω|

1
N−

1
α− . (3.21)

From (3.17), (3.20) and (3.21), we see that

|u|∞ ≤ C∗M1/(p−−1), (3.22)

where

C∗ =
( α−N
α−−N + 1)2(2C0|b(·)|Lα− (Ω)|Ω|

1
N−

1
α− )(p−)0

(p+)0(p−)(p−)0/p−
. (3.23)

When M < ρ0, take

ε =
( p−

2M |b(·)|Lα− (Ω)|Ω|
1
N−

1
α− C0

)1/p+

= (
ρ0

M
)1/p+ .

Note that in this case ε > 1. Using similar arguments as above we obtain

|u|∞ ≤ C∗M1/(p+−1),

where

C∗ =
( α−N
α−−N + 1)2(2C0|b(·)|Lα− (Ω)|Ω|

1
N−

1
α− )(p+)0

(p+)0(p−)(p+)0/p+
.

The proof is complete. �

Lemma 3.6. Suppose there is a small δ > 0 such that p(x) ≡ p (a constant) for
any x ∈ Ω with d(x) ≤ δ and N < α(·) ∈ C(Ω). Let M > 1 and u be the unique
solution of the problem

−div(|∇u|p(x)−2∇u) = Mb(x), in Ω,
u = 0, on ∂Ω,

(3.24)

where 0 ≤ b(·) ∈ Lα(·)(Ω). Then |∇u(·)| ≤ CM
1

p−−1 on ∂Ω.

Proof. By Lemma 3.5, we have u(x) ≤ C#M
1

p−−1 for all x ∈ Ω. Let u2 be the
solution of the following p-Laplacian equation (with constant exponent)

−div(|∇u2|p−2∇u2) = κb(x), in Ω,
u2 = 0, on ∂Ω,

where κ is a positive parameter.
It is easy to see that u2 ∈ C1,α(Ω). Then ∂u2

∂ν > 0 on ∂Ω, where ν is the inward
unit normal vector. We can also see that u2 > 0 on ∂(Ω\Ωε) when ε ∈ (0, δ) is
small enough. Let κ be large enough, we have u2 ≥ 2C# on ∂(Ω\Ωε). It means
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that u2M
1

p−−1 ≥ u on ∂Ωε. Define u3 = u2M
1

p−−1 . Since p(x) ≡ p for any x ∈ Ω
with d(x) ≤ δ, we have

−div(|∇u3|p(x)−2∇u3) = −div(|∇u3|p−2∇u3) = M
p−1
p−−1 κb(x) ≥Mb(x) in Ωε.

Therefore, u3 = u2M
1

p−−1 ≥ u on Ωε and |∇u| ≤ |∇u3| ≤ CM
1

p−−1 on ∂Ω. The
proof is complete. �

Proof of Theorem 1.2. At first, we construct a supersolution of (1.1). Denote k2 =
ψ(k1σ). Let ω2 be the solution of the problem

−∆p(x)ω2 = b(x)kp
−−1− ε2

2 , in Ω\Ωσ,
ω2 > 0, in Ω\Ωσ,

ω2 = 0, on ∂(Ω\Ωσ).

Define

v2(x) :=

{
ψ(k1ωb(x)), x ∈ Ωσ,
ω2(x) + ψ(k1σ), x ∈ Ω\Ωσ.

(3.25)

For a large enough constant k1, we will prove that v2 is a supersolution of (1.1) in
three steps.
Step 1. When k1 is large enough, we will check that v2 is a supersolution of (1.1)
in Ωσ, namely,∫

Ω

|∇v2|p(x)−2∇v2∇φdx ≥
∫

Ω

λbg(v2)φdx ≥
∫

Ω

λf(x, v2)φdx,

for any φ ∈ C∞0 (Ωσ) with φ ≥ 0 and suppφ ⊂⊂ Ωσ. As in the proof of Lemma 3.4,
we only need to prove that∫

Ω

(k1)p(x)|∇ωb|p(x)φ(p(x)− 1)[H(v2)]p(x)−1 2ε − 1
p− − 1

H(v2)
v2

dx

≥
∫

Ω

(k1)p(x)−1|∇ωb|p(x)−1|∇p|[φψ′(k1ωb)p(x)−1]| ln k1H(v2)| dx,
(3.26)

k1H(v2(x)) ≥ 1,∀x ∈ Ωσ, (3.27)

kp
−−1

1

[v2(x)]p−−1
≥ 1,∀x ∈ Ωσ. (3.28)

We can see that (3.26) is valid, provided

|∇ωb|
2ε − 1
p− − 1

k1
H(v2)
v2

≥ c1
2ε − 1
p− − 1

k1
H(v2)
v2

≥ |∇p‖ ln k1H(v2)| in Ωσ. (3.29)

According to the assumption on g, without loss of generality, we assume that

g(s) ≥ cs−1 for s ≤ 1, and g(s) = csθ for s ≥ 1,

where θ = p− − 1− ε. Thus

ĝ(s) ≥ cs−p
−

for s ≤ 1, and ĝ(s) = csθ+1−p− for s ≥ 1,

H(s) ≥ c1s
− p−

p−−1 for s ≤ 1, and H(s) = c2s
θ+1−p−

p−−1 for s ≥ 2,

η(s) ≤ c3s
1+ p−

p−−1 for s ≤ 1, and c4s
2− θ

p−−1 ≤ η(s) ≤ c5s
2− θ

p−−1 for s ≥ 3.
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Then ψ(s) satisfies

c7s

1
2− θ

p−−1 ≤ ψ(s) ≤ c8s
1

2− θ
p−−1 for s ≥ 3.

Let s0 ≥ 3 such that η(s0) ≥ 3. Denote

Ω+
σ = {x ∈ Ωσ : k1ωb(x) ≥ η(s0)}, Ω−σ = {x ∈ Ωσ : k1ωb(x) < η(s0)}.

Here we note that v2 = ψ(k1ωb) on Ωσ. Since ψ is strictly increasing, we have
k1ωb ≥ η(s0) if and only if v2 = ψ(k1ωb) ≥ ψ(η(s0)) = s0 ≥ 3. When v2 ≥ s0, we
have

c7(k1ωb)
1

2− θ
p−−1 ≤ v2 ≤ c8(k1ωb)

1
2− θ

p−−1 on Ω+
σ ,

c9(k1ωb)
1

2− θ
p−−1

θ+1−p−

p−−1 ≤ H(v2) ≤ c10(k1ωb)
1

2− θ
p−−1

θ+1−p−

p−−1
on Ω+

σ ,

|∇ωb|
2ε − 1
p− − 1

k1
H(v2)
v2

≥ c11k1(k1ωb)
1

2− θ
p−−1

( θ+1−p−

p−−1
−1)

=
c11

ωb
≥ c11

σ
on Ω+

σ ,

|∇p‖ ln k1H(v2)| ≤ |∇p|(ln k1 + | lnH(v2)|)
≤ |∇p|(ln k1 + c12| ln k1ωb|) ≤ c13 ln k1 on Ω+

σ .

Denoting σ = c11
c13 ln k1

, we obtain

|∇ωb|
2ε − 1
p− − 1

k1
H(v2)
v2

≥ c1
2ε − 1
p− − 1

k1
H(v2)
v2

≥ |∇p‖ ln k1H(v2)| on Ω+
σ .

Since ψ is strictly increasing, we have k1ωb ≤ η(s0) if and only if v2 = ψ(k1ωb) ≤ s0.
Note that H(v2) is decreasing. It follows that H(v2) ≥ H(s0) on Ω−σ . Thus (3.29)
is valid when k1 is large enough. Thus (3.29) is valid, and then (3.26) is valid.

Obviously,

k1H(v2(x)) ≥ k1H(ψ(k1σ))

≥ k1c9(k1
c11

c13 ln k1
)

1
2− θ

p−−1

θ+1−p−

p−−1

= c9(k1)
1

2− θ
p−−1 (

c11

c13 ln k1
)

1
2− θ

p−−1

θ+1−p−

p−−1 → +∞,

for all x ∈ Ωσ as k1 → +∞. Thus (3.27) is valid.
Note that θ

p−−1 < 1. Then by the above computation,

v2 ≤ c8(k1ωb)
1

2− θ
p−−1 ≤ c8(k1σ)

1
2− θ

p−−1 ≤ k1

as k1 is large enough. Thus (3.28) is valid.
Step 2. We will check that v2 is a supersolution of (1.1) in Ω\Ωσ when k1 is large
enough; i.e.,∫

Ω

|∇v2|p(x)−2∇v2∇φdx ≥
∫

Ω

λbg(v2)φdx ≥
∫

Ω

λf(x, v2)φdx,

for all φ ∈ C∞0 (Ω\Ωσ), φ ≥ 0. By the definition of ω2 and Lemmas 3.5 and 3.6, we
have

ω2 ≤ C1(k2)
p−−1− ε2
p−−1 , |∇ω2| ≤ C2(k2)

p−−1− ε2
p−1 .
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Since v2 = ω2 + ψ(k1σ) in Ω\Ωσ, we have

c7(k1σ)
1

2− θ
p−−1 ≤ ψ(k1σ) ≤ v2 ≤ C1(k2)

p−−1− ε2
p−−1 + ψ(k1σ) ≤ (C1 + 1)ψ(k1σ).

Since k1σ = c11k1
c13 ln k1

is large enough (as long as k1 is large enough) and v2(·) is large

enough in Ω\Ωσ, the assumption (ii) of Theorem 1.2 implies that g(v2(x))

[v2(x)]p
−−1− ε2

is

small enough. Therefore, we see that

1
λ
>

g(v2(x))
[v2(x)]p−−1− ε2

.

Note that k2 = ψ(k1σ). We have

v2(x)p
−−1− ε2 ≤ [C1(k2)

p−−1− ε2
p−−1 + ψ(k1σ)]p

−−1− ε2 ≤ C3k
p−−1− ε2
2 , ∀x ∈ Ω\Ωσ,

which implies

(k2)p
−−1− ε2 ≥ C3λ(k2)p

−−1− ε2
g(v2(x))

[v2(x)]p−−1− ε2
≥ λg(v2(x)), ∀x ∈ Ω\Ωσ.

We can see that v2 is a supersolution of (1.1) in Ω\Ωσ; i.e., for any φ ∈ C∞0 (Ω\Ωσ)
with φ ≥ 0, we have∫

Ω

|∇v2|p(x)−2∇v2∇φdx =
∫

Ω

bk
p−−1− ε2
2 φdx

≥
∫

Ω

λbC3k
p−−1− ε2
2

g(v)
v2
p−−1− ε2

φdx

≥
∫

Ω

λf(x, v2)φdx.

Step 3. When k1 is large enough, we will prove that v2 is a supersolution of (1.1)
in Ω. When ωb(x) = σ, it is easy to check that

k1ψ
′(k1ωb) = k1H(v2)

≥ k1c9(k1ωb)
1

2− θ
p−−1

θ+1−p−

p−−1

= c9(k1)
1

2− θ
p−−1 σ

1
2− θ

p−−1

θ+1−p−

p−−1

= c9(k1)
1

2− θ
p−−1 (

c11

c13 ln k1
)

1
2− θ

p−−1

θ+1−p−

p−−1
.

Then

|∇ω2| ≤ C(k2)
p−−1− ε2
p−−1 ≤ C(

c11k1

c13 ln k1
)

1
2− θ

p−−1

p−−1− ε2
p−−1

< |∇ψ(k1ωb)|

as k1 → +∞. Thus we know that

(k1ψ
′(k1ωb(x))|∇ωb(x)|)p(x)−1 − |∇ω2(x)|p(x)−1 > 0, when ωb(x) = σ.

Therefore, when σ = c11/(c13 ln k1) and k1 is large enough, similar argument as to
the step 3 of the proof of Lemma 3.4 implies v2 is a supersolution of (1.1).
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It is easy to see that µφ defined in the proof of Theorem 1.1 is a subsolution of
(1.1) and µφ ≤ v2 when µ is small enough. By Lemma 2.7, we can get the existence
of a solution to (1.1). The proof is complete. �

Proof of Theorem 1.3. At first, similar to the proof of Theorem 1.2, we will prove
that v2 defined by (3.25) is also a supersolution of (1.1) for a large enough constant
k1.

Similar to the proof of Theorem 1.2, we consider the solution ω2 of the problem

−∆p(x)ω2 = b(x)kp
−−1− ε2

2 , in Ω\Ωσ,
ω2(x) > 0, in Ω\Ωσ,

ω2(x) = 0, on ∂(Ω\Ωσ),

(3.30)

where k2 = ψ(k1σ). We have

ω2 ≤ C1(k2)
p−−1− ε2
p−−1 .

Next we only need to prove that

|∇ω2| ≤ C2(k2)
p−−1− ε2
p−−1 .

Now we consider (γk2)
p−−1− ε2
p−−1 ωb, where γ ≥ 1 is a constant. Here we note that

∇ωb · ν = |∇ωb| on ∂(Ω\Ωσ) and ∇p · ν < 0 on ∂(Ω\Ωσ), where ν is the inward
unit normal vector on ∂(Ω\Ωσ). There exists a small enough positive constant
δ > 0 such that ∇ωb∇p < 0 in (Ω\Ωσ)#

δ := {x ∈ Ω\Ωσ : d(x, ∂(Ω\Ωσ)) < δ}. By
computations it follows that

−∆p(x)(γk2)
p−−1− ε2
p−−1 ωb

= (γk2)
p−−1− ε2
p−−1

(p(x)−1)(−∆p(x)ωb −
p− − 1− ε

2

p− − 1
|∇ωb|p(x)−2∇ωb∇p ln γk2)

≥ (γk2)
p−−1− ε2
p−−1

(p(x)−1)(−∆p(x)ωb)

≥ b(γk2)p
−−1− ε2 in (Ω\Ωσ)#

δ .

Since ωb is positive and continuous, there exists a large enough positive γ such that

γ
p−−1− ε2
p−−1 ωb > 2C1 for d(x, ∂(Ω\Ωσ)) = δ. Therefore (γk2)

p−−1− ε2
p−−1 ωb is a supersolu-

tion of (3.30) in (Ω\Ωσ)#
δ . By the comparison principle, we have (γk2)

p−−1− ε2
p−−1 ωb ≥

ω2 in (Ω\Ωσ)#
δ , and then

|∇ω2| ≤ |(γk2)
p−−1− ε2
p−−1 ∇ωb| ≤ C2(k2)

p−−1− ε2
p−−1 on ∂(Ω\Ωσ).

Note that

max
x∈Ω\Ωσ

ω2(x) ≤ C3(k2)
p−−1− ε2
p−−1

and k2 = ψ(k1σ). Since v2 = ω2 + ψ(k1σ) in Ω\Ωσ, we have

c7(k1σ)
1

2− θ
p−−1 ≤ ψ(k1σ) ≤ v2

≤ max
x∈Ω\Ωσ

ω2(x) + ψ(k1σ)
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≤ C3(k2)
p−−1− ε2
p−−1 + ψ(k1σ) ≤ C4ψ(k1σ).

As in the proof of Theorem 1.2, we can see that the v2 defined in the proof of
Theorem 1.2 is a supersolution of (1.1).

It is easy to see that µφ defined in the proof of Theorem 1.1 is a subsolution of
(1.1), and µφ ≤ v2 when µ is small enough. By Lemma 2.7, we obtain the existence
of solution of (1.1). The proof is complete. �

Proof of Theorem 1.4. The proof is similar to that of Theorem 1.2. We will prove
that v2 defined in (3.25) is a supersolution of (1.1) for a large enough constant k1.

Since (1.1) is radial, we may assume the both solutions ωb(·) and ω2(·) are radial.
We only need to prove that v2 defined in (3.25) is also a supersolution of (1.1) for
a large enough constant k1. Since ω2 is radial, it is easy to see that

ω2 ≤ C1(k2)
p−−1− ε2
p−−1 , |∇ω2| ≤ C2(k2)

p−−1− ε2
p−−1 .

Similar to the proof of Theorem 1.2, we can see that the v2 defined in (3.25) is a
supersolution of (1.1). The proof is complete. �
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[15] J. V. A. Gonçalves, M. C.Rezende, C. A. Santos; Positive solutions for a mixed and singular

quasilinear problem, Nonlinear Anal., 74(2011)132-140.

[16] Z. C. Guo, Q. Liu, J. B. Sun, B. Y. Wu; Reaction–diffusion systems with p(x)-growth for
image denoising, Nonlinear Anal-Real., 12 (2011), 2904–2918.

[17] Z. C. Guo, J. B. Sun, D. Z. Zhang, B. Y. Wu; Adaptive perona-malik model based on the

variable exponent for image denoising, IEEE T. Image Process, 21 (2012), 958-967.
[18] C. M. Guo, C. B. Zhai, R. P. Song; An existence and uniqueness result for the singular

Lane–Emden–Fowler equation, Nonlinear Anal., 72 (2010), 1275–1279.

[19] T. C. Halsey; Electrorheological fluids, Science 258 (5083) (1992), 761-766.
[20] A. El Hamidi; Existence results to elliptic systems with nonstandard growth conditions, J.

Math. Anal. Appl., 300 (2004), 30-42.
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[33] M. Mihăilescu, V. Rădulescu, D. Stancu-Dumitru; A Caffarelli-Kohn-Nirenberg-type inequal-
ity with variable exponent and applications to PDE’s, Complex Var. Elliptic Equa., 56 (2011),

659-669.
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