Assessing the Validity of Statistical Inferences in Public Health Research: An Evidence-Based, ‘Best-Practices’ Approach
ABSTRACT

Like many fields, public health has embraced the process of evidence-based practice to inform practice decisions and to guide policy development. Evidence-based practice is typically dependent upon generalizations made on the bases of the existing body of knowledge — assimilations of the research literature on a particular topic. The potential utility of scientific evidence for guiding policy and practice decisions is grounded in the validity of the research investigations upon which such decisions are made. However, the validity of inferences made from the extant public health research literature requires more than ascertaining the validity of the statistical methods alone; for each study, the validity of the entire research process must be critically analyzed to the greatest extent possible so that appropriate conclusions can be drawn, and that recommendations for development of sound public health policy and practice can be offered. A critical analysis of the research process should include the following: An a priori commitment to the research question; endpoints that are both appropriate for and consistent with the research question; an experimental design that is appropriate (i.e., that answers the research question[s]); study procedures that are conducted in a quality manner, that eliminate bias and ensure that the data accurately reflect the condition(s) under study; evidence that the integrity of the Type-I error — or false-positive risk — has been preserved; use of appropriate statistical methods (e.g., assumptions checked, dropouts appropriately handled, correct variance term) for the data analyzed; and accurate interpretation of the results of statistical tests conducted in the study (e.g., the robustness of conclusions relative to missing data, multiple endpoints, multiple analyses, conditions of study, generalization of results, etc.). This paper provides a framework for both researcher and practitioner so that each may assess this critical aspect of public health research.
INTRODUCTION

“Anybody who makes or influences decisions that can affect the health of populations deserves ready access to the best evidence on what works, for what purpose, and at what costs, in order to make good choices among policies and to consider alternative uses of resources.”

Johnathan E. Fielding, Chair
Task Force on Community Preventive Services
(in Zaza, Briss, and Harris, 2005, p. xi)

The need for evidence-based decision-making in public health has grown in prominence during recent years. In the mid-1990s, when the first efforts were undertaken to synthesize scientific information about the effectiveness of health promotion and disease prevention programs, few public health practitioners and policymakers were familiar with the notion of evidence-based practice. Now, more than a decade later, themes of evidence-based public health (EBPH) have become the focus of regional, national, and international public health meeting agendas, and the phrase “evidence of effectiveness” is a central theme of public health practice (Anderson, Brownson, Fullerlove, Teutsch, Novick, Fielding, and Land, 2005). EBPH is grounded in the evidenced-based practice movement in the field of medicine. However, there are notable differences between the two disciplines of medicine and public health that require distinct approaches of the application of evidence-based practice (Allee, 2004). Specifically, the goal of evidenced-based medicine is “…the best possible management of health and disease in individual patients…” (Milos and Stachenko, 2003, p. SR2). The goal in EBPH is “…the best possible management of health and disease and their determinants at the community level.” (Milos and Stachenko, 2003, p. SR2) As such, policy development and interventions to improve the health of our public require an understanding of the complexities of organizational structures, interactions, and a myriad of other dynamics that impact decision making at the local, state, regional, and national levels.

In today’s public health marketplace, we have been asked to build a practice that is the synthesis of scientific skills, enhanced communication, political acumen, and common sense, yet, how best to conduct evaluation research and/or to interpret research findings in the “best practices” world in which we now live has been left largely up to researchers and/or governmental agencies. Because of the overwhelming volume of research literature, it has been difficult to sort through and extract what is effective for one’s unique public health practice needs. Though the Guide to Clinical Preventive Services (U.S. Preventive Services Task Force, 1996) and the Guide to Community Preventive Services: What Works to Promote Health? (Zaza, Briss, and Harris, 2005) promote evidence-based approaches to medical and public health practice, creating practical ways of sorting through the large body of research is especially important because much of the public health workforce is not always well-trained in how to critically analyze the research evidence.

The purpose of this paper is to present a roadmap for public health practitioners to utilize when critically analyzing research to determine the “best-evidence” to drive policy and practice decisions (Allee, 2004). By “best evidence” we emphasize that it is the quality of the evidence, and not its quantity, that is our concern. Consistent with this premise, our aim is to assist practitioners in making decisions based on the “best” information available on a particular public health issue. The roadmap presented in this paper identifies issues that should have been considered in developing, conducting, and reporting randomized controlled clinical trials (RCTT) research so that valid statistical inferences can be made. By selecting RCCT, the typical approach practiced in clinical drug trials, we do not mean to “force-fit” a classic experimental design methodology into our roadmap for public health practitioners. We recognize that much of
the research in public health utilizes quasi-experimental designs; though not generalizable in the literal sense, such studies do not exempt themselves from the same rigorous standards that are used in true experimental designs (Campbell and Stanley, 1966). While not all research designs should be judged to be equal in value in the decision making process, all decision making should be based upon valid research – the degree to which the research truly measures what it intended to measure and how truthful the research results are (Golafshani, 2003). Thus, determining the validity of statistical inferences for public health research is a fundamental element in the critical assessment and evaluation of research in the EBPH process.

Determining the validity of research studies to inform the development, implementation and evaluation of public health interventions and policy development requires an understanding of two key concepts: evidence and critical appraisal. “Evidence can be defined as that ‘which furnishes proof,’ and critical appraisal can be defined as an evaluation process ‘which determines the significance or worth of something by careful appraisal and study’” (Allee, 2004, p. E-2). Reviewing the scientific evidence and linking this evidence to recommendations for public health practice requires one to critically evaluate the validity of each study being considered (through this process the practitioner will be able to determine that a public health intervention is effective, ineffective or harmful, or that the evidence is not sufficient to determine that the intervention is effective (Zaza, Briss, and Harris, 2005). All of these findings are important in determining the utility of a particular study in developing recommendations to public health practice and policy development – EBPH. In this paper we suggest that a critical factor in this process is the determination of the validity of the individual interventions (studies) that are selected for inclusion in the evaluation.

At its genesis, the validity of a research investigation has not been assessed. Validity in research is only achieved through careful attention to detail and insistence on quality in all phases of the research process. All aspects of a research investigation – a public health intervention, basic laboratory research, a clinical trial testing the efficacy of a drug, or medical research that is conducted at a university – should be documented. Doing so permits an audit of what was to be done, what was done, and how conducting the study may have led to differences in the two that might ultimately have affected conclusions or inferences drawn from the data. Planning the research investigation culminates in the development of a protocol, or the set of rules upon which the study will be governed (Peace, 1991c; 2005). The protocol starts with a well-defined question or objective that the study will seek to answer (Peace, 2006a). The data – or endpoints – needed to provide an answer are identified. The question(s) is (are) then formulated within a hypothesis testing framework. The number of participants required to address the question (statistical power) is then determined. Procedures for conducting the experimental investigation that will produce the required data are developed, and methods for collecting, computerizing and quality-assuring the data are specified. Finally, statistical methods for analyzing the data to address the question(s) is (are) decided upon and described.

Nearly six decades have elapsed since the Medical Research Council (MRC) undertook two controlled clinical trials of potentially curative drugs. The second study, conducted in 1947-1948, is widely accepted as the first randomized, controlled clinical trial – RCCT (MRC Streptomycin in Tuberculosis Trials Committee, 1948; Sutherland, 1998; Thomson, 1975). It is widely held that the randomization and experimental design aspects of the trial (instituting true controls) were the brain-children of Sir Austin Bradford Hill, Director of MRC’s Statistical Research Unit (Armitage, 1992; Hill, 1990). The 1962 Kefauver-Harris Amendments to the Federal Food, Drug and Cosmetics Act of 1938 (Bren, 2007) represented a watershed event in the evolution of using evidence to support drug claims. This landmark legislation – often referred to tongue-in-cheek as the “Full Employment Act” of biostatisticians in the pharmaceutical industry – required that all drugs thereafter be proven effective in order to gain approval for marketing in the United States by the Food and Drug Administration (FDA).
In the time since the first RCCT was conducted, the FDA has been a major player in both promoting and advancing the need for better quality clinical investigations, as well as evolving evidentiary methodological standards to accomplish this goal. Over the years, tough standards, scrutiny, collaboration with science (e.g., National Research Council and National Academy of Sciences), and the passage of legislation addressing these issues, has greatly reduced the number of poor studies and ineffective products:

"...in the early days, there were no standards, no controlled trials, and no post-marketing surveillance. But we got better over time. And in the age of effectiveness, we also got better at safety."

Robert Temple, MD (in Bren, 2007)

As a result, much progress has been made in strengthening evidence to support claims deriving from clinical investigations; the double-blind (DB) RCCT is now considered the gold-standard for evidentiary medicine.

Strengthening the evidence to support claims deriving from clinical investigations is the result of first recognizing the need for improvement and second, the collective desire to improve quality in all aspects of such investigations (Peace, 1991a; 1992; 2006a). Improving the experimental design of the investigation is one aspect, and this includes ensuring an adequate number of participants (Peace, 1991b; 2005; 2006a; Thomas, 1977). Improving the quality of reporting the investigation (Bailar and Mosteller, 1988; Begg, Cho, Eastwood et al., 1996; Moher, Cook, Eastwood, Olkin, Rennie, and Stroup, 1999; Peace, 1984; Stroup, Berlin, Morton, et al., 2000) is a second important aspect of quality improvement in all aspects of clinical intervention trials.

The investigational new drug exemption/new drug application (IND/NDA) rewrite of the mid 1980s (see 21 CFR Parts 312, 314, 511, and 514, 1987) is an example of an effort that
recognized the need for better design and quality throughout drug research and development, particularly clinical development, coupled with the need for better summarization and presentation of results; this legislation introduced for the first time the dose comparison or clinical dose-response trial. One impact of the IND/NDA rewrite was to serve notice to the pharmaceutical industry that they had to do a better job at identifying dose regimens for drugs to be marketed. It is widely held that Dr. Bob Temple at the FDA was of the opinion that the doses of drugs on the market prior to the IND/NDA rewrite were generally too high. This position is understandable in the absence of regulation requiring evidence of clinical dose-response. This had considerable impact on the design of clinical development programs. The IND/NDA rewrite also had an enormous impact on how data are organized and presented in NDAs to expedite FDA review (U.S. Department of Health and Human Services, 1998).

Step 1: Evaluating the Research Plan

RESEARCH QUESTION AND ENDPOINTS

The research question of the investigation should be defined so that it is unambiguous. A thorough review of all relevant scientific literature will assist the researcher in defining the research problem. Deductive logic typically yields clear and testable research questions. For example, in an investigation about the antihypertensive efficacy of drug D in some defined population, the statement: "The objective of this investigation is to assess the efficacy of drug D," although providing general information as to the question – Is drug D efficacious? -- is ambiguous. The statement: "The objective of this investigation is to assess whether drug D is superior to placebo P in the treatment of hypertensive patients with diastolic blood pressure (DBP) between 90 and 100 mmHG for six months" is better – the hypertensive population to be treated and what is meant by efficacious in a comparative sense are each specified. However, the data or endpoint(s) upon which antihypertensive efficacy will be based is (are) not specified. DBP is stated, but how will it be measured? Will a sphygmomanometer or a digital monitor be used? Will DBP be measured in the sitting, standing, or supine position? Further, what function of the DBP will be used? For example, will it be the change from baseline to the end of the treatment period, or whether the patient achieves a therapeutic goal of normatensive (DBP \( \leq 80 \) mmHG) by the end of the treatment period? Not attending to – and controlling for – each of these variables results in a threat to validity.

THE HYPOTHESIS TESTING FRAMEWORK

Reformulating the question within a hypothesis-testing framework adds needed clarity. The question regarding the efficacy of drug D as an anti-hypertensive is the alternative hypothesis \( H_a: \mu_D - \mu_P = \delta > 0 \) versus the null hypothesis \( H_0: \delta = 0 \), where \( \delta \) is the difference between the true effects of drug D and placebo P. It should be noted that \( H_0 \) has to be directional in nature (one-sided) in order to capture the question of the efficacy of drug D (as compared to placebo P) (Peace, 1991c). Again, as in the development of the research question and endpoints, familiarity with the research literature provides guidance for the development of testable hypotheses. We are aware that within public health, not all research questions of interest require formulating as the alternative hypothesis. Confidence intervals provide an alternative inferential framework. Pilot studies may be conducted to provide familiarity with experimental methods and/or to conduct exploratory, hypothesis generating analyses to be pursued in future research. A key point to be made here is that there can never be a scientifically valid answer to a question deriving from data analyses without an \( a \) priori commitment to that question before collecting the data.
THE NUMBER OF PARTICIPANTS

The number of participants required to provide a valid inference must be determined prior to beginning the investigation (Peace, 2006b). It requires specifying the difference $\delta$ between interventions reflecting similarity or superiority, the magnitude of the Type-I error $\alpha$, the statistical power $1 - \beta$, or degree of certainty required to detect $\delta$, and an estimate of variability of the data or endpoint reflecting the question. The difference $\delta$ reflects the minimum difference between regimens in order to conclude the superiority of one regimen (if the question is superiority), and reflects the maximum difference between regimens to conclude similarity or non-inferiority (if similarity or non-inferiority is the question). Sample size determination is not a cookbook exercise and should not be taken lightly (Brasher and Brant, 2007; Lenth, 2001; Lwanga and Lemeshow, 1991; Peace, 2006b). The specification of $\delta$ (i.e., quantification of the research question) is the responsibility of the substantive area scientist (clinician or medical or public health scientist), and requires careful thinking and exploration by both the statistician and the substantive area scientist. A $\delta$ too large may lead to failure to answer the question due to too small a sample. A $\delta$ too small would increase costs of conducting the investigation and may not be accepted as clinically meaningful.

PROCEDURES FOR CONDUCTING THE INVESTIGATION

Procedures for conducting the investigation are crucial to the success of the investigation. All procedures or methods pertinent to: how participants are selected and treated; the data measurement process; elimination or reduction of bias; visit scheduling; patient and investigator expectations; handling of adverse events; problem management and so on, should be specified. Failure to minimize sources of variability (Peace, 1992) other than true inter- and intra-participant variability may lead to failure to reach the desired conclusion.

DATA COLLECTION, COMPUTERIZATION AND QUALITY ASSURANCE

Data collection, computerization, and quality assurance methods for the data should be specified prior to beginning the investigation. Fundamental to any valid interpretation or inference is the integrity of the data analyzed. One must have assurance that the data analyzed are the data collected. In addition, the validity and reliability of the instrumentation employed are key factors. Every effort should be made to select sound measures and to familiarize oneself with what data is being produced by the measurement tool and the measurement scales of the data. Moreover, prior to any data collection all participants must be fully informed as to the procedures, benefits and risks involved and provide voluntary consent (usually written consent is required by most Institutional Review Boards).

STATISTICAL METHODS

Statistical methods for analyzing the data must be identified and described prior to beginning the investigation and included in the statistical analysis plan (Peace, 2005). For an interpretation or an inference from a statistical analysis to be valid, there must be an a priori commitment to the question, analysis unit, measurement tools, and methods of analysis — subject to assumptions underlying the methods being satisfied by the data.
Step 2: Evaluating How the Investigation was Conducted

The investigation, per the scientific plan or protocol and procedures, must be conducted in a quality and unbiased manner. The study should be carefully monitored to ensure adherence to the protocol and any institutional or regulatory requirements. For multi-investigator studies, an additional goal of monitoring is to reduce inter-investigator heterogeneity (Peace, 1992).

Step 3: Evaluating the Statistical Analyses, Interpretation, and Inference

Once the data collected are computerized and quality assured, planned statistical analyses may begin. Assumptions underlying the validity of the analysis methods should be checked to see if they hold for the data being analyzed. For example, analysis of variance methods require the data to satisfy assumptions related to normality, independence, and homogeneity of variance (Keppel, 1982). Similarly, analyses of covariance methods further require the covariate to be independent of the intervention groups and that the regressions of the data on the covariate are parallel across the groups (Cohen and Cohen, 1983). If the assumptions do not hold, then transformations of the data that lead to the assumptions being satisfied or nonparametric methods may be performed.

The number of participants needed to be enrolled and completed in a research investigation is computed based on the Type I error, the estimate of the variability of the endpoint reflecting the question, the quantification of the question in terms of the magnitude of the difference (δ) to be detected, and the power to detect that difference. Rarely does an investigation finish with complete data on the planned number of participants. There are numerous reasons for this: drop outs due to adverse experiences or lack of efficacy, missed visits due to brief illnesses or a variety of logistical reasons, relocation, and so on. The reasons for missing data must be thoroughly investigated and if the data are missing at random, procedures exist that permit a valid statistical analysis. However, whether the inference is credible and generalizable will depend on the amount of missing data and the methodology for dealing with the missing data.

Crucial to the validity of an inference is the integrity of the Type-I error or false positive risk (probability of concluding an effect when no effect exists). On the simplest level, a valid analysis produces an estimate of comparative effect of the intervention(s) and a corresponding p-value. The estimate may be regarded as a real comparative effect, provided the p-value is small (e.g., ≤ 0.05) and is correctly determined. Parenthetically, decisions affecting the public’s health should not be based on the size of the comparative effect in the absence of quantifying the risk that the effect is consistent with chance fluctuations. Analyses of multiple endpoints or multiple analyses of the same endpoint lead to chance findings when no effects exist.

Step 4: Evaluating the Reporting of the Results

Penultimately, when considering inferences from statistical analyses reported of public health intervention trials, the points raised in the commentary by Mayo-Wilson (2007) give one pause to consider the totality of conditions that must be met in order for the stated inferences to be valid. Not only must the assumptions underlying a statistical analysis methodology hold, but the entire process that ultimately produced the data that are analyzed should be examined in light of the question to be answered. This in large part depends on determining what was to be done, what was done, and how conducting the investigation may have led to differences in the two that may ultimately have affected conclusions or inferences drawn from the data. Finally, it is strongly recommended that limitations, delimitations, and assumptions of the research be acknowledged.

One goal of reporting the results of clinical investigations is to permit translating such investigations into practice. Attempts at translating investigations into practice have been reported in many areas, including AIDS (Turner, Newschaffer, Zhang, Fanning, and Hauck, 1999),
cancer risk (Jatoi and Proshcan, 2006), Epoetin use (Cotter, Thamer, Narasimhan, Zhang, and Bullock, 2006), genital herpes (Hook and Leone, 2006), heart failure (Patel, White, and Deswal, 2007; Sharpe, 1998), hypertension (Goldstein, Coleman, Tu, et al., 2004), internal medicine (Julian, 2004), and obstetrics (Jesse, 2007). If the results of investigations are to be translated into practice, reporting the implementation aspects of the investigation must be improved (Mayo-Wilson, 2007).

Recognizing that clinical drug trials do not necessarily mimic clinical practice has spawned the relatively new area of translational research. Translational medicine is a branch of medical research that attempts to more directly connect basic research to patient care. Translational medicine is growing in importance in the healthcare industry, and is a term whose precise definition is in flux. In the case of drug discovery and development, translational medicine typically refers to the “translation” of basic research into real therapies for real patients. The emphasis focuses on the linkage between the laboratory and the patient’s bedside, without a real disconnect. This is often called the “bench to bedside” definition (Wikipedia, 2007). From another perspective, translational medicine:

“…can have both a narrow as well as a more general definition. Perhaps the most specific definition is “bench to bedside” research wherein a basic laboratory discovery becomes applicable to the diagnosis, treatment or prevention of a specific disease…”

Phillip A. Pizzo, MD (2002)

For translational medicine to truly be an “applied” science, the protocol is brought forth by either a clinician-scientist who works at the interface between the research laboratory and patient care or by a team of basic and clinical science investigators.

In terms of their effectiveness, clinical interventions, along with programs in other areas of public health cannot fail to account for – and adapt to – the historical, legal, economic, political, and cultural aspects of the communities and populations they serve; such is the essence of translational research. In health promotion and disease prevention research, for example, such interventions can be centrally planned and outcome-focused (Nutbeam, 1996a), or they can engage the community in a responsive or reactive mode to adapt the program to the participatory input of local practitioners and residents (Nutbeam, 1996b); such “bottom up” community involvement is critical for findings to translate into success, since the problems of “best practices” research arise largely when a “top down” strategy is used, when a:

“…recommended or required best practice (usually tested in one or more particular localities) is imposed as policy from central authority upon the highly variable other settings in which they may not fit the particular circumstances.”

(Green, 2001, p. 173; citing Hubbard and Ottoson, 1997)

Public health practitioners use applied research in the course of their work by first trying to prevent problems before they occur; this is what prevention is all about. And if a problem has already occurred, public health practitioners work hard to control the situation. If the problem affects many people, then surveillance systems will be developed and maintained. Thus, in theory, health problems are kept under control by monitoring them, as well as providing data to evaluate the effectiveness of the solutions; such strategies seek to prevent the problem from occurring again. While this approach appears to have been effective for acute situations, the evidence is less convincing for chronic situations that impact the health of our public. The Healthy People initiatives, grounded in science, built through public consensus, and designed to measure progress, provide evidence of such challenges.
Moreover, the development of sound public health policy should be based upon conclusive evidence of intervention effectiveness. Interpretation of the research literature can assist with the assimilation of the evidence for such action. It is important to note, that there are many policy areas where such evidence does not exist or the evidence does not take into account the context or local character. Thus, practitioners must be well versed in the evidence in order to move promising interventions to the policy level.

If innovative interventions are employed it is critical to evaluate their effectiveness so that the evidence base can be expanded. The process presented in this paper can assist both the researcher and the practitioner by providing a framework for evaluating existing public health research, as well as a model for conducting research to evaluate the effectiveness of interventions aimed at enhancing the health of our public. In each case, the end-product will be valid research projects that yield valid findings that contribute best practices results for our field.

CONCLUDING REMARKS

The demand for evidence-based practice in public health interventions and policy has reached increased importance (Anderson et al., 2005). This paper describes the importance of one aspect of the process used to summarize the evidence of effectiveness of public health interventions – the critical appraisal of the validity of individual research investigations considered in the development of the evidence for the public health intervention under consideration. While we understand that the “real world” of public health often demands that problems and challenges are tackled in the absence of definitive research evidence, we also realize that our world is changing, and that existing research that can be assimilated needs to be subjected to critical review before developing policy and practice recommendations. The Task Force on Community Preventive Services employed a standardized approach to the search of the scientific literature for evidence, the identification of valid evidence, and the translation of scientific-based evidence that would result in specific recommendations for public health practice (see Zaza, Briss, and Harris, 2005). Regardless of the setting in which it is conducted, every investigation requires design of a research protocol, conducting the investigation per that protocol, collecting the data, analyzing the data using valid statistical procedures, making valid inferential conclusions relative to the objectives of the protocol, and reporting results. When considering the validity of statistical inferences in public health research – intervention trials, or other experimental and quasi-experimental studies – one’s attention may be restricted to whether the statistical methodology used to analyze the data is appropriate for the type of data, and whether the assumptions underlying the methodology hold for the data. This is essential if an inference from a statistical analysis is to be valid, but not necessarily sufficient; valid inferences are derived from well-planned, well-conducted, properly analyzed investigations (see Text Box 1). We add this final thought: No analysis of data can salvage a poorly designed or poorly conducted investigation. To put it simply, there is no statistical fix for poor research!

Collectively, in our experience supporting research and clinical development of pharmaceuticals and public health intervention, or conducting research in the behavioral and social sciences of health promotion, we have had the opportunity to analyze data from a variety of perspectives; in many cases, innovative analysis methods have been developed. While valid data analyses are both necessary and important, it is our belief – based on experience and observation – that advances in science, advances in the treatment of patients, and improvements in the public’s health are the result of well-planned and well-conducted investigations more than they are the product of any esoteric analysis of data. As Dr. Lewis Thomas said so eloquently:
“From here on, as far ahead as one can see, medicine must be building as a central part of its scientific base a solid underpinning of biostatistical and epidemiological knowledge. Hunches and intuitive impressions are essential for getting the work started, but it is only through the quality of numbers at the end that the truth can be told.”

Thomas, 1977, p. 675 (emphasis added)

While there are significant advantages to developing public health policy and practice recommendations on the basis of an assimilation of valid research investigations, there are several limitations to the approach. For example, in public health, even where there is existing research literature on interventions, “the evidence base always will be incomplete for some variation in intervention design and/or subpopulation of interest” (Anderson et al., 2005). Moreover, synthesizing research from sources other than randomized trials – that is, the systematic fusion of both the quantitative and the qualitative – is among the new and exciting frontiers of public health research. Currently assimilation of the scientific literature is heavily grounded in analysis of quantitative research. Much more attention needs to be given to the body of qualitative research so that appropriate and valid conclusions can be drawn.

Box 1: Questions to Consider in Determining the Validity of Inferences

When considering whether an inferential conclusion from an investigation is valid, consider these questions:

1. Was there an a priori commitment to the question?
2. Was the endpoint appropriate for the question?
3. Was the experimental design appropriate for the condition being studied?
4. Was the investigation conducted in a quality manner to eliminate bias and to ensure accuracy of the data?
5. Were steps taken to preserve the integrity of the Type-I error?
6. Were the statistical methods for analyses valid (assumptions checked, dropouts appropriately handled, correct variance term, etc)?
7. Are the results of statistical analyses properly interpreted (the correct inferred population, impact of multiple endpoints or analyses, etc.)?
8. Were limitations, etc. addressed?

Research in public health is changing to include a move away from single investigators and/or disciplines to a transdisciplinary research model. As the research model changes, it is hoped that the link between practice and research will grow stronger. According to the report by the Institute of Medicine entitled Who Will Keep the Public Healthy? Educating Public Health Professionals for the 21st Century (Gebbie, Rosenstock, and Hernandez. 2003), “The study of interventions, will in turn, dictate the third sea-change in public health research: community participation.” (p. 12) This will require development of new research models and expertise by all of the partners in the research process – community members, researchers and practitioners.

While the need for public health interventions and policy decisions based on sound evidence is widely acknowledged, the underutilization of evidence-based research will not be solved by simply adopting the roadmap presented herein: We must change the way we do our business. The Canadian Institutes for Health Research (CIHR) have argued that the gap between “what is
known” and “what is done” in practice settings can be bridged by effective knowledge translation (KT) (NIDRR, 2005). KT is “…the exchange, synthesis and ethically-sound applications of knowledge – within a complex system of interactions among researchers and users – to accelerate the capture of the benefits of research...through improved health, more effective services and products, and a strengthened health care system.” (CIHR 2004, p. 4) KT is based upon the principle of active exchange of information between researchers who create new knowledge and those who use it to enhance the public’s health. For success in public health settings, all stakeholders (i.e., researchers, practitioners, administrators, policy makers, and members of the community) must be brought together in all stages of the research process; such an approach is thought to guard against the ineffectiveness of the traditional knowledge transfer model, best described as having a unidirectional flow of knowledge from the researcher(s) to the practitioner(s). Interestingly, KT places the “…emphasis on the quality of the research prior to dissemination and implementation of research evidence within a system.” (NIDRR, 2005, p. 2)

While not without its limitations, we believe the approach presented in this paper will facilitate appropriate inclusion of public health research in implementing the “evidence of effectiveness” process that has become part of the dialogue in the field of public health (see Anderson et al., 2005). Such an approach will allow us to take full advantage of our scientific knowledge in the development of sound public health practice and policy. Moreover, it will assist researchers in expanding the science base underlying public health practice. Evidence-based decision making in public health has the potential to improve the science, practice, and policy development of the broad domain of what constitutes the field of public health as long as the process is based upon valid research studies.
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