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On the Characteristic Polynomial of Regular Linear Matrix Pencil

Yan Wu and Phillip D. Lorren
Department of Mathematical Sciences
Georgia Southern University
Statesboro, GA 30460 USA

Abstract
Linear matrix pencil, denoted by \((A, B)\), plays an important role in control systems and numerical linear algebra. The problem of finding the eigenvalues of \((A, B)\) is often solved numerically by using the well-known QZ method. Another approach for exploring the eigenvalues of \((A, B)\) is by way of its characteristic polynomial, \(P(\lambda) = |A - \lambda B|\). There are other applications of working directly with the characteristic polynomial, for instance, using Routh-Hurwitz analysis to count the stable roots of \(P(\lambda)\) and transfer function representation of control systems governed by differential-algebraic equations. In this paper, we present an algorithm for algebraic construction of the characteristic polynomial of a regular linear pencil. The main theorem reveals a connection between the coefficients of \(P(\lambda)\) and a lexicographic combination of the rows between matrices \(A\) and \(B\).
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1. Introduction
A matrix pencil of degree \(n\) is defined as an \(n\)th degree polynomial with matrix-coefficients as follows,
\[
\Gamma(\lambda) = A_n \lambda^n + A_{n-1} \lambda^{n-1} + \ldots + A_1 \lambda + A_0
\]
where \(\lambda \in C\), \(A_i \in C^{m \times n}\), \(i = 1, 2, \ldots, n\), and \(A_n \neq 0\), a zero matrix. A particular case known as linear matrix pencil, denoted as \((A, B) = A - \lambda B\), has been studied extensively with various applications. A matrix pencil \(A - \lambda B\) is said to be regular if
\[
|A - \lambda B| \neq 0 \text{ for some } \lambda \in C . \quad (1.1)
\]
A regular matrix pencil basically excludes the case that all complex numbers are (generalized) eigenvalues for the pencil. In other words, there exists a non-trivial characteristic polynomial for \((A, B)\).

Matrix pencils, particularly linear matrix pencils, play important roles in numerical linear algebra as well as applications in control systems and signal processing. Ahmad and Byers [1] revealed the relation between the critical points of approximating the eigenvalues of matrix pencils and the pseudospectra of perturbed pencils. Perturbation of
the spectra of diagonalizable matrix pencils is studied in [2] via unitary matrices as
generalized commutators. Matrix pencils are used extensively in the studies of control
systems with linear descriptors, such as

\[ E\dot{x} = Ax + Bu, \] (1.2)

where \( x \) is the state vector, \( u \) is the control input, and \( E, A, \) and \( B \) are matrices with
appropriate dimensions. System (1.2) is known as a linear time-invariant descriptor
system. Condition (1.1) serves as the necessary and sufficient condition for the existence
and uniqueness of the solution of (1.2), see [3]. Fundamental control theories for the
discrete analog of (1.2) can be found in [4]. Matrix pencils are also important tools
widely adopted in the area of signal processing, see [5-7]. Generalized eigenvalue
problems of matrix pencils have drawn great interests for decades from both
mathematicians and engineers. Qualitative and quantitative analysis of generalized
eigenvalue problems are essential to the studies and applications of matrix pencils. A
relatively thorough survey on the spectra of regular matrix pencils is available in [8-9].
Various numerical algorithms were developed for solving the generalized eigenvalue
problems of matrix pencils, see [10] and the references therein. However, the most
popular algorithm for such a task is the so-called QZ-algorithm, which is due to the
following theorem [11]:

**Theorem 1.1** If \( A \) and \( B \) are in \( C^{nxn} \), then there exist unitary \( Q \) and \( Z \) such that
\( Q^H A Z = T \) and \( Q^H B Z = S \) are upper triangular. If for some \( k \), \( t_{kk} \) and \( s_{kk} \) are both zero,
then \( \lambda (A,B) = C \). Otherwise, \( \lambda (A,B) = \{ t_{ii} / s_{ii} \neq 0 \} \), where \( t_{ii} \) and \( s_{ii} \) are on the main
diagonal of \( T \) and \( S \), respectively.

Since we are focusing on regular matrix pencils in this paper, the case of \( \lambda (A,B) = C \) is
excluded. The QZ-algorithm is an implicit form of the well-known QR-algorithm for
solving the eigenvalue problem \( B^{-1}Av = \lambda v \) without explicitly formulating \( B^{-1}A \)
because, in most cases, the matrix \( B \) is not invertible. Moreover, the pencil \( (A,B) \) has the
same number of eigenvalues at infinity as the number of zero eigenvalues from \( B \).

Another useful approach for finding the eigenvalues of a matrix pencil is from its
associated characteristic polynomial,

\[ P(\lambda) = |A - \lambda B|, \] (1.3)

due to the fact that there are a number of algorithms available for finding the roots of
polynomials [12-14], and it is still an ongoing, active research area in numerical analysis.
Polynomial (1.3) can be written explicitly in the following form,

\[ P(\lambda) = a_r \lambda^r + a_{r-1} \lambda^{r-1} + ... + a_1 \lambda + a_0, \quad a_r \neq 0, \quad 1 \leq r \leq n. \] (1.4)

It can be easily seen from (1.4) that the pencil \( (A,B) \) has \( n-r \) eigenvalues at infinity. It
is preferable to obtain exact characteristic polynomial (1.4) from (1.3), i.e. no roundoff
errors in the coefficients of \( P(\lambda) \), if one chooses to find \( \lambda (A,B) \) from (1.4). The
characteristic polynomial (1.4) has other applications, such as in the extension of classical Cayley-Hamilton theorem to regular matrix pencils [15]. It is the purpose of this paper to propose a numerical approach for symbolically constructing \( P(\lambda) \) from (1.3).

2. The Main Result

It is indeed possible to construct exact characteristic polynomial of a pencil \((A,B)\) from (1.3) because the expansion of a determinant only requires additions and multiplications. No divisions are involved in the arithmetic operations. The algorithm is designed for numerical software such as MatLab instead of Maple, which already has the built-in symbolic functionalities.

The coefficients of the characteristic polynomial (1.4) are related to (1.3) via Taylor polynomial,

\[
a_k = \frac{P^{(k)}(0)}{k!} = \frac{1}{k!} \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0}, \quad k = 0, 1, ..., r.
\]

(2.1)

Formula (2.1) reveals that higher-order derivatives of the determinant of the pencil are needed for computing the coefficients. Since the pencil is linear, it will be shown that \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) can be carried out by forming new matrices from interchanging the rows between \( A \) and \( B \) and calculating the determinant of the resultant matrices.

To set the stage, let \( F(y) = (f_i(y)) \) be an \( n \) by \( n \) matrix function and \( F_i(y) \) represents the \( i_{th} \) row of the matrix, i.e., \( F_i = [f_{i1}(y) \quad f_{i2}(y) \quad ... \quad f_{in}(y)] \). It is understood that

\[
\left( \frac{d}{dy} \right)^k F_i(y) = \left[ \frac{d}{dy} f_{i1}(y) \quad \frac{d}{dy} f_{i2}(y) \quad ... \quad \frac{d}{dy} f_{in}(y) \right]
\]

It is also understood that the notation \( \left| \frac{d}{dy} f_{k1}(y) ... \frac{d}{dy} f_{kn}(y) \right| \) means the determinant is taken on \( F(y) \) with its \( k_{th} \) row being replaced by \( \frac{d}{dy} F_k(y) \). The following theorem provides a differentiation rule for a functional determinant, which will be used in (2.1).

**Theorem 2.1** Suppose \( F(y) = (f_{ij}(y)) \in C^{n \times n} \) and \( f_{ij}(y) \in C^1_{(a,b)} \). Then,

\[
\frac{d}{dy} |F(y)| = \frac{d}{dy} F_1(y) \left| \begin{array}{c} F_1(y) \\ F_2(y) \\ \vdots \\ F_n(y) \end{array} \right| + \frac{d}{dy} F_2(y) \left| \begin{array}{c} F_1(y) \\ F_2(y) \\ \vdots \\ F_n(y) \end{array} \right| + ... + \frac{d}{dy} F_n(y) \left| \begin{array}{c} F_1(y) \\ F_2(y) \\ \vdots \\ F_n(y) \end{array} \right| = \sum_{k=1}^n \frac{d}{dy} f_{k1}(y) ... \frac{d}{dy} f_{kn}(y)
\]

(2.2)

where \( |.| \) represents determinant.
Proof: This is done by induction on $n$. First of all, it is easy to verify that, if $F \in C^{2 \times 2}$, 

$$
\frac{d}{dy}|F(y)| = \left| \frac{d}{dy}F_1(y) \right| + \left| \frac{d}{dy}F_2(y) \right|
$$

based on the product rule for scalar functions. Now, assume (2.2) is true for all $k$ by $k$ matrix functions. Let $F \in C^{(k+1) \times (k+1)}$, use cofactor expansion along the first row of $F(y)$, let $C_{ij}$ be the cofactor of $f_{ij}$,

$$
\frac{d}{dy}|F(y)| = \sum_{j=1}^{k+1} \frac{d}{dy}(f_{1j} C_{1j}) = \sum_{j=1}^{k+1} [C_{1j} \frac{d}{dy}f_{1j} + f_{1j} \frac{d}{dy}C_{1j}]
$$

$$
= \left| \frac{d}{dy}f_{11} \right| \frac{d}{dy}f_{12} \ldots \left| \frac{d}{dy}f_{1(k+1)} \right| + \left| \frac{d}{dy}f_{12} \right| \frac{d}{dy}f_{13} \ldots \left| \frac{d}{dy}f_{1(k+1)} \right| + \ldots + \left| \frac{d}{dy}f_{1(k+1)} \right| \frac{d}{dy}f_{11} \ldots \left| \frac{d}{dy}f_{1(k+1)} \right|
$$

$$
= \sum_{j=1}^{k+1} \left| \frac{d}{dy}f_{1j} \right| \ldots \left| \frac{d}{dy}f_{j(k+1)} \right|
$$

$$
\square
$$

Theorem 2.1 is useful for deriving a closed form formula for $\frac{d^k}{d\lambda^k}|A - \lambda B|_{\lambda=0}$. We will use a similar notation to that in Theorem 2.1 for the determinant of a matrix. Let $A_i$ and $B_j$ represent the rows of matrices $A$ and $B$, respectively, and, for the sake of argument, the determinant of $A$ is written as $|A| = \begin{vmatrix} A_1 & A_2 & \cdots & A_n \end{vmatrix}$. We begin with the first derivative,

$$
\frac{d}{d\lambda}|A - \lambda B| = \begin{vmatrix} -B_1 & A_1 - \lambda B_1 & \cdots & A_1 - \lambda B_n \ A_2 - \lambda B_2 & -B_2 & \cdots & A_2 - \lambda B_n \ \vdots & \vdots & \ddots & \vdots \ A_n - \lambda B_n & A_n - \lambda B_n & \cdots & -B_n \end{vmatrix}
$$

(2.3)

There are $n$ determinants in (2.3). It is easy to see that, if one differentiates the right side of (2.3) again, each determinant would produce $(n-1)$ non-trivial (in the sense of none-
existence of zero rows in the matrix) determinants. For instance, the first determinant obtained from differentiating
\[
\begin{vmatrix}
-B_1 \\
A_2 - \lambda B_2 \\
\vdots \\
A_n - \lambda B_n
\end{vmatrix}
\]
in (2.3) yields a zero row on the first row. Therefore, that determinant is dropped because it equals zero. As a result, there are 
\(n(n-1)\) non-trivial determinants in \(\frac{d^2}{d\lambda^2}|A - \lambda B|\). Continuing this process, it can be induced that there are exactly \(n(n-1)\cdots(n-k+1)\) non-trivial determinants in \(\frac{d^k}{d\lambda^k}|A - \lambda B|\). It is also noticed that, in order to obtain \(\frac{d^k}{d\lambda^k}|A - \lambda B|_{\lambda=0}\), all one has to do is to replace \(k\) rows in \(A = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_n \end{bmatrix}\) by the corresponding \(k\) rows from \(B\) (multiplied by -1) in a lexicographic order, which will be defined below, and evaluate the determinant for each new matrix as a result of combining the rows between \(A\) and \(B\). This operation is easily observed from (2.3) for \(k = 1\) after substituting \(\lambda = 0\).

**Definition 2.1** A set of \(m\)-tuples, denoted by \(R^m_{i_1, i_2, \ldots, i_n}\), \(0 < i_1 < i_2 < \ldots < i_n\), \(m \leq n\), is said to be lexicographic if \(R^m_{i_1, i_2, \ldots, i_n}\) is defined as
\[
R^m_{i_1, i_2, \ldots, i_n} = \{(j_1, j_2, \ldots, j_m), j_k < j_l \text{ if } k < l, \forall j_k \in \{i_1, i_2, \ldots, i_n\}, k, l = 1, 2, \ldots, m\}
\]
(2.4) Obviously, there are \(\binom{n}{m}\) (choose function, also denoted as \(C^m_n\)) elements in \(R^m_{i_1, i_2, \ldots, i_n}\).

The set \(R^m_{i_1, i_2, \ldots, i_n}\) can be easily constructed since (2.4) turns out to be a simple combinatorial problem. Before stating the main theorem, we introduce a notation for row substitutions between two \(n\) by \(n\) matrices, i.e. \(\langle A_x| B_x \rangle\), which means replacing \(m\) rows of elements in \(A\) with the corresponding \(m\) rows from \(B\). The locations of the rows are determined by the \(m\)-tuple \(x\). There is no replacement if \(m = 0\), i.e. \(\langle A_x| B_x \rangle = A\); on the other hand, \(\langle A_x| B_x \rangle = B\) if \(m = n\). Other cases can be done accordingly. For example, let \(x = (1, 3, 4)\), then, \(\langle A_x| B_x \rangle\) represents a new matrix generated from \(A\) by replacing its 1st, 3rd, and 4th rows with the corresponding rows in \(B\), respectively.

**Theorem 2.2** Let \(A, B \in C^{n \times n}\) and \(A - \lambda B\) be a regular pencil. Suppose its characteristic polynomial is given by (1.4). Then, the coefficients of the polynomial satisfy
where \( \det \) represents determinant.

**Proof:** The coefficients \( a_k \) are related to the Taylor polynomial according to (2.1). Hence, it is sufficient to find an alternate expression for \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \). According to Theorem 2.1, there are \( n(n-1) \cdots (n-k+1) \) non-trivial determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B| \).

After substituting \( \lambda = 0 \), the matrix in each determinant of \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) is obtained from replacing certain \( k \) rows of \( A \) by the same number of corresponding rows from \( -B \). It is readily seen from the proof of Theorem 2.1 that only product rule for differentiation is used in deriving the expression for the derivative of a functional determinant. Due to the product rule, each function in a product is differentiated exactly once. Therefore, there exists parity among the determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) for the locations of those \( k \) rows of replacement, i.e. there are exactly \( \binom{n}{k} \) ways of combinations of those \( k \) rows in matrix \( A \). The locations of those \( k \) rows thereby follow the lexicographic order (2.4). This also shows that there are \( \binom{n}{k} \) distinct determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \). However, \( \binom{n}{k} \) is no greater than \( n(n-1) \cdots (n-k+1) \), which implies that there are repeated determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \). Again, due to the parity among the determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \), each distinct determinant in the expansion of \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) must be repeated the same number of times, and it is \( k! \) to be exact. This is because of the following identity

\[
\binom{n}{k} \cdot k! = n(n-1) \cdots (n-k+1),
\]

which agrees with the total number of determinants in \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) before combining the like terms (determinants). It is also easy to see that each distinct determinant in the expansion of \( \frac{d^k}{d\lambda^k} |A - \lambda B|_{\lambda=0} \) can be written as \( \det (A_x - B_x) \), \( x \in \mathbb{R}^k_{1,2,\ldots,n} \). Therefore,
\[
\frac{d^k}{d\lambda^k} \left| A - \lambda B \right|_{\lambda=0} = k! \sum_{x \in R^{1 \times n}} \left|\begin{array}{c} A_x \\ x \end{array}\right| - B_x \right|, \quad k = 0, 1, ..., r.
\] (2.6)

Notice that, because of the \( k! \) in (2.6) that is eventually canceled by \( \frac{1}{k!} \) in (2.1), calculating \( a_k \) using (2.5) only requires additions and multiplications as a result of evaluating the determinants. Hence, there are no roundoff errors in computing the coefficients numerically. This is particularly significant when the matrices in the pencil are integral matrices, namely the entries are integers. With the proposed algorithm, the coefficients of the characteristic polynomial will be integers as computed.

We conclude with an example to illustrate the algorithm proposed in this paper for symbolically constructing the characteristic polynomial of a regular linear matrix pencil. Suppose \( A \) and \( B \) are 4 by 4 matrices, and the characteristic polynomial of \( A - \lambda B \) is written as

\[
P(\lambda) = a_4 \lambda^4 + a_3 \lambda^3 + a_2 \lambda^2 + a_1 \lambda + a_0.
\]

According to (2.6), the coefficients are

\[
a_0 = \left| A \right|, \quad a_4 = \left| -B \right|, \quad a_1 = \left| \begin{array}{c} -B_1 \\ A_2 \\ A_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} A_1 \\ -B_2 \\ A_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} A_1 \\ A_2 \\ -B_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} A_1 \\ A_2 \\ A_3 \\ -B_4 \end{array} \right|,
\]

\[
a_2 = \left| \begin{array}{c} -B_1 \\ -B_2 \\ A_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} A_2 \\ A_3 \\ -B_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} A_2 \\ -B_3 \\ A_3 \\ -B_4 \end{array} \right| + \left| \begin{array}{c} -B_2 \\ A_3 \\ -B_3 \\ -B_4 \end{array} \right|,
\]

and

\[
a_3 = \left| \begin{array}{c} -B_1 \\ -B_2 \\ -B_3 \\ A_4 \end{array} \right| + \left| \begin{array}{c} -B_1 \\ -B_2 \\ A_3 \\ -B_4 \end{array} \right| + \left| \begin{array}{c} -B_1 \\ A_2 \\ -B_3 \\ -B_4 \end{array} \right| + \left| \begin{array}{c} A_4 \\ -B_2 \\ -B_3 \\ -B_4 \end{array} \right|.
\]
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