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We present a method for rapid modeling of new Bragg ultracold atom-interferometer (AI) designs useful for assessing the performance of such interferometers. The method simulates the overall effect on the condensate wave function in a given AI design using two separate elements. These are (1) modeling the effect of a Bragg pulse on the wave function and (2) approximating the evolution of the wave function during the intervals between the pulses. The actual sequence of these pulses and intervals is then followed to determine the approximate final wave function from which the interference pattern can be calculated. The exact evolution between pulses is assumed to be governed by the Gross-Pitaevskii (GP) equation whose solution is approximated using a Lagrangian variational method to facilitate rapid estimation of performance. The method presented here is an extension of an earlier one that was used to analyze the results of an experiment [J. E. Simsarian et al., Phys. Rev. Lett. 85, 2040 (2000)], where the phase of a Bose-Einstein condensate was measured using a Mach-Zehnder-type Bragg AI. We have developed both 1D and 3D versions of this method and we have determined their validity by comparing their predicted interference patterns with those obtained by numerical integration of the 1D GP equation and with the results of the above experiment. We find excellent agreement between the 1D interference patterns predicted by this method and those found by the GP equation. We show that we can reproduce all of the results of that experiment without recourse to an ad hoc velocity-kick correction needed by the earlier method, including some experimental results that the earlier model did not predict. We also found that this method provides estimates of 1D interference patterns at least four orders-of-magnitude faster than direct numerical solution of the 1D GP equation.
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I. INTRODUCTION

It is possible to use ideas inspired by advances in quantum information science (QIS) to devise improved-performance matter-wave interferometers. A recent example of this has been seen in neutron interferometry where the idea of decoherence-free subspaces was used to redesign a neutron interferometer to reduce the effect of mechanical shaking on the interference contrast [1,2]. The use of ideas from QIS to drive new neutron interferometer designs may also be possible for atom interferometers. Two promising areas of QIS where this could happen include decoherence avoidance and minimization. Interferometer applications where QIS-inspired redesigns may result in improved performance include precision navigation and metrology. This paper presents a tool for rapid assessment of new atom-interferometer designs for such applications.

Atom interferometers (AI), where laser light is applied to ultracold atoms, have many applications. These include quantum decoherence [3,4], properties of Bose-Einstein condensates [5–8], precision measurement of the fine-structure constant [9,10], and testing the charge neutrality of atoms [11]. Atom interferometers are also used in many precision measurement devices. These include gravimeters, gyroscopes, and gradiometers which all have important applications in precision navigation [12–14]. Atom interferometers also have applications in atomic physics such as atomic polarizability measurements and Casimir-Polder potentials for atoms near surfaces [15]. More uses of atom interferometry are described in Ref. [16].

With the advent of gaseous Bose-Einstein condensates (BEC) [17–21], strong interest has developed in using AIs for precision metrology [10,22–28]. Most of these ultracold atom interferometers were of the standard Mach-Zehnder design. However, some more recent precision interferometers [10] have different designs. This also suggests that advances in interferometer design may lead to significant AI performance gains.

There are many factors that can limit the performance of an AI. Some of these include mirror vibration, random initial motion of BECs at birth, stray light, external magnetic fields, and errors in the frequency or intensity of the applied laser light. Atom interferometers confined on an atom chip can have other problems related to atom loss, heating, and decoherence [29]. One of the ways in which some of these factors may be addressed is with new AI designs.

In order to pursue the program of drawing ideas from QIS to inspire new AI designs, it will be necessary to develop tools that can be used to provide rapid assessment of the performance of these new designs. In this work we present a method for rapid simulation of the behavior of condensates in Bragg interferometers. We assume that the evolution of the condensate between Bragg pulses is described by the Gross-Pitaevskii (GP) equation. The method approximates the evolution of the condensate wave function by modeling the effect of individual pulses and its evolution between pulses. Thus the final condensate wave function can be found enabling the prediction of the final interference pattern. As will be seen below, our method provides reasonable estimates of AI behavior in a time that is four orders-of-magnitude faster than that needed for numerical solution of the (1D) GP equation to simulate a standard Mach-Zehnder AI. The time-savings factor for 3D simulation will be greater. Such a tool will be essential for preliminary testing of new AI designs having more pulses and longer evolution times.
In Sec. II we describe the standard $\pi/2 - \pi - \pi/2$ Bragg interferometer followed in Sec. III by a general overview of the two elements of our Bragg prototyper model and the details of the original model used in the analysis of a Bragg interferometer experiment carried out at NIST [30]. In the original model each definite-momentum cloud in the condensate wave function was represented by a single Gaussian. An extra velocity “kick,” caused by the repulsion of the separating clouds after a $\pi/2$ Bragg pulse, was needed to obtain agreement with the experimental results. A study of this kick for a single pulse was conducted as a function of interaction strength of the condensate and the results are presented in Sect. IV. Section V presents the two-cloud version of our Bragg prototyper model for both the 1D and 3D cases. Finally, Sect. VI contains a summary and discussion of the possible applications of the method.

II. BRAGG ATOM INTERFEROMETER

A Bose-Einstein condensate (BEC) can be coherently split into two clouds, a fast-moving cloud and a slow-moving cloud, through the application of a Bragg pulse [31]. If the condensate is stationary when a Bragg pulse is applied to it, then the result will be two clouds, one that remains stationary and another whose momentum is $\hbar \Delta k = \hbar (k_1 - k_2)$ where $k_1$ ($k_2$) is the photon momentum of the higher (lower) frequency laser beam. If the condensate is moving with this momentum when the Bragg pulse is applied, then the result is again two clouds one of which keeps its momentum while the other cloud’s momentum is reduced by $\hbar \Delta k$. In either case, the net result of applying a Bragg pulse to a condensate is a fast cloud and a slow cloud. One of these clouds has the momentum of the original cloud and the momentum of the other cloud is increased (decreased) if the original cloud was slow (fast).

A Mach-Zehnder-type Bragg interferometer can be constructed by applying three Bragg pulses in the sequence $\pi/2 - \pi - \pi/2$ with variable time intervals between them [32]. This is shown in Fig. 1 where the open circle shows the initial condensate which may be released from the trap and allowed to expand for a time $T_0$. The first $\pi/2$ pulse splits the condensate into a slow cloud (upper path) and a fast cloud (lower path). After a time interval $T_1$ the $\pi$ pulse is applied which stops the fast (lower) cloud and starts the slow cloud so that the two clouds come back together. The final pulse is applied after a time $T_2$ when the two clouds again overlap causing each cloud to split again. After a further time $T_3$ there is a pair of overlapping slow clouds and a pair of overlapping fast clouds that give rise to the final pattern that is imaged at that moment.

III. BRAGG INTERFEROMETER PROTOTYPER MODELS

The operation of an arbitrary Bragg AI can be specified by stating the times and angles of the Bragg pulses applied to the condensate. Although it is possible to apply a Bragg pulse having an arbitrary angle $\theta$, here we will restrict our attention to pulses where $\theta = \pi$ or $\theta = \pi/2$ rad. Hence these pulses will either split clouds into two equal pieces, one fast and one slow, or will leave the condensate whole and merely swap its fast or slow velocity. Thus we only consider interferometer sequences that are composed of $\pi/2$ and/or $\pi$ pulses.

A. Overview of prototyper models

Our general prototyper model will enable us to approximate the evolution of the condensate wave function through all of the steps of any given interferometer sequence. We assume that the duration of all Bragg pulses is short compared to the characteristic time for collective effects of the condensate to be manifested. This time is usually $\hbar/\mu$ where $\mu$ is the chemical potential of the condensate. This means that we assume that any changes in the momentum space distribution of the condensate atoms caused by a Bragg pulse happen instantaneously. We further assume that the characteristic size of any momentum change is large in the sense that the wavelength of the photon causing the change is small compared to the size of the condensate. Finally, we assume that the evolution of the condensate between pulses is governed by the Gross-Pitaevski equation.

Our Bragg prototyper method therefore has two essential elements: (1) an approximation of the effect of a Bragg pulse on the condensate wave function, and (2) a model for approximating the GP-governed condensate wave function behavior between pulses. The method consists of applying these two elements to the pulse sequence of the given interferometer design to produce an approximate final condensate wave function so that predictions about the measured interference patterns can be made.

For the first element, as will be described in more detail below, we represent the condensate wave function at any moment as a superposition of a number of fast or slow Gaussian clouds. We model the effect of Bragg pulses as follows. If the wave function for a given cloud in the condensate wave function is $\psi(r,t)$ before the Bragg pulse, then the change in this wave function is, for slow clouds:

$$\psi(r,t) \rightarrow \frac{1}{\sqrt{2}} [\psi(r,t) - e^{-i\theta} e^{i\Delta k r} \psi(r,t)] \quad (\pi/2 \text{ pulse})$$

and for fast clouds:

$$\psi(r,t) \rightarrow -e^{i\theta} e^{i\Delta k r} \psi(r,t) \quad (\pi \text{ pulse})$$  \hspace{1cm} (1)

and for slow clouds:

$$\psi(r,t) \rightarrow \frac{1}{\sqrt{2}} [e^{i\theta} \psi(r,t) + e^{-i\Delta k r} \psi(r,t)] \quad (\pi/2 \text{ pulse})$$

$$\psi(r,t) \rightarrow e^{i\theta} e^{-i\Delta k r} \psi(r,t) \quad (\pi \text{ pulse}),$$  \hspace{1cm} (2)
where $\Delta k$ is the momentum change for Bragg pulses defined above. The factor $\phi$ is the phase of the moving standing wave in the center of the initial atomic wave packet in the middle of the Bragg pulse [32]. Thus the action of a $\pi/2$ pulse is to double the number of clouds, adding a new fast cloud on top of a previously existing slow cloud and adding a new slow cloud on top of a previously existing fast cloud. In each case the shape of the previously existing cloud is unchanged. The action of a $\pi$ pulse is to convert a previously existing slow (fast) cloud into a fast (slow) cloud.

For the second element we use the Lagrangian variational method (LVM) [33,34] to approximate the condensate evolution between pulses. Although it is possible to solve the 3D GP equation to determine this evolution, this is not practical for rapid estimation of the final condensate wave function. The LVM provides approximate solutions to the GP equation in the form of equations of motion for time-dependent parameters that appear in an assumed trial wave function. Thus the exact solution of the GP equation that requires the solution of a 3 + 1 partial differential equation is traded for approximate solutions that can be obtained by solving a system of ordinary differential equations in time. We briefly review this method now.

The GP equation is given by

$$i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi + V_{\text{trap}}(\mathbf{r}) \Psi + g N |\Psi|^2 \Psi,$$  
(3)

where we assume that any trapping potential is harmonic:

$$V_{\text{trap}}(\mathbf{r}) = \frac{1}{2} m \omega_x^2 x^2 + \frac{1}{2} m \omega_y^2 y^2 + \frac{1}{2} m \omega_z^2 z^2,$$  
(4)

where $m$ is the mass of a condensate atom.

Here we will introduce scaled variables that will be used throughout the rest of the paper. First we choose a length unit appropriate to the harmonic potential $L_0 = (\hbar / 2m \omega)^{1/2}$, where $\omega = (\omega_x \omega_y \omega_z)^{1/3}$ and then define the energy unit as $E_0 = \hbar^2 / 2m L_0^2$ and the time unit as $T_0 = \hbar / E_0$. We then introduce scaled position and time variables as $x = x / L_0$, $y = y / L_0$, $z = z / L_0$, $t = t / T_0$, and use barred quantities in general to represent quantities computed in scaled units. If, additionally, we write the condensate wave function in scaled units as $\Psi = \tilde{\Psi} / L_0^{3/2}$ then the GP equation becomes

$$i \frac{\partial \tilde{\Psi}}{\partial t} = -\tilde{\nabla}^2 \tilde{\Psi} + \tilde{V}_{\text{trap}}(\mathbf{\bar{r}}) \tilde{\Psi} + \tilde{g} N |\tilde{\Psi}|^2 \tilde{\Psi},$$  
(5)

where $\tilde{\Psi}^2 = \tilde{\alpha}^2 / \partial \tilde{x}^2 + \tilde{\alpha}^2 / \partial \tilde{y}^2 + \tilde{\alpha}^2 / \partial \tilde{z}^2$ and

$$\tilde{V}_{\text{trap}}(\mathbf{\bar{r}}) = \frac{1}{2} \tilde{\gamma}_x \tilde{x}^2 + \frac{1}{2} \tilde{\gamma}_y \tilde{y}^2 + \frac{1}{2} \tilde{\gamma}_z \tilde{z}^2,$$  
(6)

where $\gamma_x = \omega_x / \tilde{\omega}$, $\gamma_y = \omega_y / \tilde{\omega}$, $\gamma_z = \omega_z / \tilde{\omega}$, and $\tilde{g} = g / (E_0 L_0^3)$.

The LVM produces equations of motion for the $m$ time-dependent variational parameters that appear in a given trial wave function $\tilde{\Psi}_{\text{trial}}(\mathbf{\bar{r}}; q_1(t), \ldots, q_m(t))$. The equations of motion are obtained from the LVM Lagrangian via the usual Euler-Lagrange equations of motion:

$$\frac{d}{dt} \left( \frac{\partial L_{\text{LVM}}}{\partial \dot{q}_j} \right) - \frac{\partial L_{\text{LVM}}}{\partial q_j} = 0, \quad j = 1, \ldots, m.$$  
(7)

The LVM Lagrangian, in turn, is computed by integrating the LVM Lagrangian density

$$L_{\text{LVM}}(q_1(t), \ldots, q_m(t)) = \int d^3 r \, L[\tilde{\Psi}_{\text{trial}}(\mathbf{\bar{r}}, t)].$$  
(8)

Finally, the LVM Lagrangian density that corresponds to the GP equation is given by

$$L[\psi] = \frac{i}{2} (\psi \psi^* - \psi^* \psi) + \tilde{V} \psi^* \cdot \tilde{\nabla} \psi + \tilde{V}_{\text{trap}}(\mathbf{\bar{r}}) |\psi|^2 + \frac{1}{2} \tilde{g} N |\psi|^4,$$  
(9)

where $\psi_t$ denotes the partial derivative of $\psi$ with respect to $t$. In order to get equations of motion relevant for a Bragg interferometer, we must choose a trial wave function. In this work we present equations of motion for single-cloud Gaussian trial wave functions in three dimensions and two-cloud Gaussian trial wave functions for both one and three dimensions.

An alternative approach to efficient approximate solution of the GP equation in interferometric applications has recently been presented by Jamison et al. [10]. It is based on a generalization of the Thomas-Fermi method originally proposed by Castin and Dum. [35]

B. 3D single-cloud LVM model

In the single-cloud LVM model we choose the trial wave function to have the form of a single, three-dimensional Gaussian wave packet, as was done previously in Ref. [33],

$$\tilde{\Psi}(\mathbf{\bar{r}}, t) = \tilde{A}(t) \prod_{\eta=x,y,z} e^{-[\tilde{h}_\eta(t)]^2 / 2 \tilde{w}_\eta(t)} + \tilde{\alpha}_\eta(t) \tilde{w}_\eta(t),$$  
(10)

where $(\tilde{h}_\eta(t), \tilde{w}_\eta(t), \tilde{\alpha}_\eta(t))$ are the coordinates of the center of the wave packet. The quantities $(\tilde{\alpha}_x, \tilde{\alpha}_y, \tilde{\alpha}_z)$ are the linear phase coefficients which govern the motion of the wave packet center. The $\tilde{w}_x, \tilde{w}_y, \tilde{w}_z$ are the widths of the Gaussian along the three axes and the $(\tilde{\beta}_x, \tilde{\beta}_y, \tilde{\beta}_z)$ are the quadratic phase coefficients and govern the evolution of the widths. Finally, $\tilde{A}(t)$ is a normalization coefficient that will be removed from the Lagrangian later when the normalization constraint is imposed. We can take $\tilde{A}$ to be real because, if $\tilde{A}$ had a phase, it would represent an overall wave function phase which would not be physical.

The equations of motion are derived as described above and the result is [33]

$$\tilde{h}_\eta = \gamma_\eta \tilde{h}_\eta = 0,$$

$$\tilde{w}_\eta + \gamma_\eta \tilde{w}_\eta = \frac{4}{\tilde{w}_\eta} + \frac{2 \tilde{g} N}{(2 \pi)^{3/2} \tilde{w}_x \tilde{w}_y \tilde{w}_z \tilde{w}_\eta},$$

$$\tilde{\beta}_\eta = \frac{\tilde{w}_\eta}{4 \tilde{w}_\eta},$$

$$\tilde{\alpha}_\eta = \frac{1}{2} \gamma_\eta \tilde{h}_\eta - 2 \tilde{\beta}_\eta \tilde{\alpha}_\eta, \quad \eta = x, y, z.$$  
(11)

It is worth noting that our equations of motion differ slightly from those in Ref. [33] because of differences in the definition of scaled units.
C. NIST experiment and the single-cloud LVM model

A Bragg AI was implemented at NIST and used to image the phase evolution of an evoking Bose-Einstein condensate [30]. In that experiment, a condensate of about 1.8 \times 10^{10} sodium atoms was held in a magnetic trap with trapping frequencies \( \omega_0 = \sqrt{2}\omega_r = 2\omega_r = 2\pi \times 27 \) Hz and subjected to \( \pi/2-\pi-\pi/2 \) pulse sequence. This sequence was performed both with the trap left on and with the trap turned off and the condensate allowed to expand for a time \( T_0 \). With the trap on, the time conditions were fixed so that \( T_1 = T_2 \equiv T \) where \( T \) was typically 1–2 ms and the clouds were allowed to expand in order for them to separate before imaging. In the trap-off case, a series of runs was carried out in which \( T_1 \) was held fixed at 1 ms while \( T_2 \) was varied such that the cloud overlap at the time of the final Bragg pulse ranged from fast cloud just arriving at the slow cloud until it had passed through and was just leaving. This series of runs was performed for an expansion time of \( T_0 = 1 \) ms and repeated for \( T_0 = 4 \) ms.

The results of this experiment were analyzed using the single-cloud LVM just described [30]. While the results of the single-cloud LVM model agreed well with experiment for runs performed with the trap on, it did not agree with experiment for trap-off cases. This discrepancy was due to the presence of an extra relative velocity between interfering clouds at the moment of the final Bragg pulse. The extra velocity was caused by repulsion between overlapping clouds which occurred just after the first \( \pi/2 \) pulse and again just before the second \( \pi/2 \) pulse. Agreement between theory and experiment was achieved by adding in by hand a small relative velocity correction to the condensate wave function predicted by the single-cloud model. It is clear that any model able to account for this repulsion would need to include at least two clouds. In order to derive a simple model we need to validate a key approximation by studying this correction for a single \( \pi/2 \) Bragg pulse.

IV. REPULSION STUDY FOR SINGLE \( \pi/2 \) BRAGG PULSE

Before turning to a two-cloud model, we studied the effects of fast and slow cloud repulsion on the final relative velocity of the separating clouds after a single \( \pi/2 \) Bragg pulse. We performed this study by simulating the application of such a pulse on a 1D condensate and its subsequent evolution by numerical solution of the GP equation.

In what follows we shall give the value of quantities in 1D scaled units which is a special case of the 3D scaled units given above. In these units, all quantities are defined in terms of the length unit \( L_0 = \sqrt{\hbar/2m\omega_0} \), which, in turn, is tied to a reference frequency \( \omega_0 \). This frequency is often the trap frequency but need not be as in the case where the trap has been turned off. Since these quantities are scaled out of the problem, it will be useful to give a numerical example of the sizes of the scaled units. Thus, given a quasi-1D \(^{87}\)Rb condensate confined in a \( \omega = 2\pi \times 10 \) Hz trap, the length unit is \( L_0 = 2.4 \) \( \mu \)m, the time unit is \( T_0 = 15.8 \) ms, and the velocity unit \( v_0 = 0.015 \) cm/s. The value of the interaction strength is varied over the range \( 0 \leq \bar{g}N \leq 200 \) so that the transition from noninteracting up to the Thomas–Fermi regime could be studied. Here \( N \) is the number of condensate atoms.

\[
\bar{x}\text{slow}(\tilde{t}) = \int_{-L/2}^{L/2} \bar{x}|\tilde{\Psi}(\bar{x},\tilde{t})|^2 d\bar{x} = \bar{x}\text{slow}(\tilde{t}_{\text{sep}}) + \bar{v}\text{slow}(\tilde{t} - \tilde{t}_{\text{sep}}),
\]

\[
\bar{x}\text{fast}(\tilde{t}) = \int_{-L/2}^{L/2} \bar{x}|\tilde{\Psi}(\bar{x},\tilde{t})|^2 d\bar{x} = \bar{x}\text{fast}(\tilde{t}_{\text{sep}}) + \bar{v}\text{fast}(\tilde{t} - \tilde{t}_{\text{sep}}),
\]

where \( \tilde{L} \) is the length of the numerical grid used in the GP simulation. Care was taken to make sure that none of the

\[
\frac{\pi}{T} = 2 \mathrm{ms}
\]
clouds got close to the edges of the grid. Finally, the velocities of the fast and slow clouds were extracted by fitting straight lines to the \( \bar{v}_{\text{slow}} \) and \( \bar{v}_{\text{fast}} \) results to obtain \( \bar{v}_{\text{fast}} \) and \( \bar{v}_{\text{slow}} \). The extra velocity kicks for each cloud due to repulsion were determined by \( \delta \bar{v}_{\text{fast}} = \bar{v}_{\text{fast}} - v_L \) and \( \delta \bar{v}_{\text{slow}} = \bar{v}_{\text{slow}} \). Convergence runs of the GP solver for finer space and time steps showed that \( \delta \bar{v}_{\text{slow}} = \delta \bar{v}_{\text{fast}} \equiv \delta \bar{v} \) over the entire interaction strength range. This shows that momentum was conserved and supports the picture of two equal-mass clouds pushing against each other as they separate.

Figure 3 contains a graph of the velocity kick versus interaction strength for \( 0 \leq gN \leq 200 \). This graph displays the recoil velocity \( \bar{v}_{\text{fast}} \) and the Bragg pulse time. From a classical viewpoint, this repulsion will result in a change in the total kinetic energy of the center-of-mass (CM) motion of the two clouds. Thus the difference between the total CM kinetic energy of the two interacting clouds and the kinetic energy of the two noninteracting clouds should be equal to the energy available for repulsion assuming the repulsion produces no distortion.

Since the Bragg pulse splits the \( N \)-atom condensate into two equal pieces we can express this equality as (we begin in SI units and then convert)

\[
U_{\text{rep}} = \left( \frac{N}{2} \right) \frac{1}{2} m (v_L + \delta v)^2 + \left( \frac{N}{2} \right) \frac{1}{2} m (\delta v)^2 - \left( \frac{N}{2} \right) \frac{1}{2} m v_L^2, \tag{13}
\]

where \( U_{\text{rep}} \) is the many-body energy available for different clouds to repel each other. We can derive an expression for this from the total many-body interaction energy given by \[20\]

\[
U_{\text{int}} = \frac{1}{2} g N (N - 1) \int_{-\infty}^{\infty} dx \mid \Psi(x,t) \mid^4, \tag{14}
\]

where \( \Psi(x,t) \) is the condensate wave function after the \( \pi/2 \) Bragg pulse and has the general form

\[
\Psi(x,t) = \psi_1(x,t) + e^{i\Delta k x} \psi_2(x,t). \tag{15}
\]

We have chosen to distinguish between \( \psi_1 \) and \( \psi_2 \), even though they are the same in our model, for bookkeeping purposes that will become apparent below. Substituting Eq. (15) into (14) we have

\[
U_{\text{int}} = \frac{g}{2} N (N - 1) \int_{-\infty}^{\infty} dx \left( |\psi_1|^4 + |\psi_2|^4 + 4 |\psi_1|^2 |\psi_2|^2 + 2 |\psi_1|^2 |\psi_2|^2 e^{i\Delta k x} + \text{c.c.} \right). \tag{16}
\]

Here we will make a crucial approximation. This approximation will be tested by comparison of the velocity kicks predicted here with those determined by numerical solution of the GP equation and will be used again in deriving a two-cloud LVM model.

We assume here that \( \Delta k \) is large enough so that all of the integrals containing exponentials such as \( \exp(\pm \Delta k x) \) and \( \exp(\pm 2i \Delta k x) \) in Eq. (16) can be neglected. This is equivalent to assuming that the wavelength of the Bragg pulse light is small compared to the size of the condensate. Hence terms having these exponentials oscillate rapidly and the integrals containing them approximately average to zero. The result of this approximation is that all of the terms inside the square brackets in Eq. (16) can be neglected and we can write

\[
U_{\text{int}} \approx \frac{g}{2} N (N - 1) \int_{-\infty}^{\infty} dx (|\psi_1|^4 + |\psi_2|^4 + 4 |\psi_1|^2 |\psi_2|^2 ) = U_{\text{self,1}} + U_{\text{self,2}} + U_{\text{rep}}. \tag{17}
\]

This last expression suggests a picture of the evolution of fast and slow clouds during separation. This picture depends on two assumptions: (1) the separating clouds do not distort significantly so that the form of the wave function in Eq. (15) is maintained and, (2) the wave vector \( \Delta k \) is large enough so that the approximation in Eq. (17) is valid. In this case, the fast and slow cloud evolution during separation divides into three categories: (1) self interaction of the fast cloud, (2) self interaction of the slow cloud, and (3) fast and slow cloud interaction. The energy available for this last interaction is suggested by the above equation:

\[
U_{\text{rep}} = \frac{1}{2} g N (N - 1) \int_{-\infty}^{\infty} dx 4 |\psi_1|^2 |\psi_2|^2 = \frac{1}{3} U_{\text{int}}. \tag{18}
\]

Here we assume that \( N \gg 1 \) and that \( \psi_1 \approx \psi_2 \approx \psi / \sqrt{2} \) where \( \psi \) is the (unit norm) condensate wave function before application of the Bragg pulse as in Eqs. (1) and (2).
This fact also leads to the last equality because, from Eq. (17), it is clear that the total energy of interaction is one part self interaction of cloud 1, one part self interaction of cloud 2, and 4 parts cloud-cloud interaction. The self interaction terms, according to our picture, are energies available for expansion while the cloud-cloud interaction either distorts the cloud shapes and/or changes the velocities of their centers-of-mass. We assume no distortion so all of this energy is assumed available for giving the clouds a velocity kick. We can now derive this kick by substituting the approximate expression for $U_{\text{rep}}$ into Eq. (13) and canceling common factors of $N/2$:

$$gN \int_{-\infty}^{\infty} |\psi|^4 dx = \frac{1}{2} m(v_L + \delta v)^2 + \frac{1}{2} m(\delta v)^2 - \frac{1}{2} m\bar{v}_L^2,$$

$$\tilde{g} N \int_{-\infty}^{\infty} |\tilde{\psi}|^4 d\tilde{k} = \frac{1}{4} (\tilde{\nu}_L + \delta \tilde{v})^2 + \frac{1}{4} (\delta \tilde{v})^2 - \frac{1}{4} \tilde{v}_L^2,$$

where in the second line above we have converted back to scaled units. Thus we can now write an expression for the velocity kick:

$$\delta \tilde{v} = \left( \bar{v}_L^2 + 2\bar{u}_{\text{sp}} \right)^{1/2} - \frac{1}{2} \bar{v}_L,$$

(20)

where

$$\bar{u}_{\text{sp}} = \frac{\bar{g} N \int_{-\infty}^{\infty} |\tilde{\psi}|^4 d\tilde{k}}{g N \int_{-\infty}^{\infty} |\psi|^4 dx}$$

(21)

and $\bar{v}_L = 2\Delta \tilde{k}$. We can think of the separating clouds being pushed apart by a spring in between them and $\bar{u}_{\text{sp}}$ is the initial energy stored in the spring.

The comparison of values of $\delta \tilde{v}$ predicted by the above model with those determined from numerical solution of the GP equation are shown in Fig. 3. The discrete points are the numerically determined values and the remaining three curves are computed via Eq. (20) where $\bar{u}_{\text{sp}}$ has been calculated using three expressions for $\psi$, the initial state condensate wave function. These three versions of $\psi$ were (1) the exact initial state from the GP simulation (solid curve), (2) an LVM Gaussian cloud where the Gaussian width was the stationary value for a 1D condensate confined in the initial harmonic trap (dashed line), and (3) the Thomas-Fermi-approximate solution of the GP equation for the trapped condensate (dotted line). All three expressions, as can be seen from the graph, gave good estimates. We found that using the exact GP initial state gave near-perfect agreement (to four decimal places) with the kick determined from numerical GP. The LVM Gaussian performed very well for small $\bar{g} N$ and less well for large while the Thomas-Fermi works well for large $\bar{g} N$ and less well for small.

This agreement between the numerically determined kicks and the estimates from our heuristic model lends support to our picture of the effect of cloud-cloud interaction during separation. We will use this in what follows to develop a two-cloud LVM technique for modeling a full Bragg interferometer.

V. TWO-CLOUD LVM MODEL

In this section we present a two-cloud LVM model to approximate the evolution of the condensate wave function following a $\pi/2$ Bragg pulse. The presence of two clouds will enable the model to account for cloud-cloud interactions and should be able to predict the velocity kick accurately. Below we present both 1D and 3D versions of this model. This will enable us to make quantitative comparisons of our model with the results of 1D GP simulations of the entire $\pi/2–\pi–\pi/2$ interferometer. The 3D model will be useful for assessment of real-world AI designs. In addition, we also present comparisons of our 3D two-cloud model with the results of the original NIST experiment.

A. 1D two-cloud LVM

The trial wave function for the 1D two-cloud LVM model is taken to be a sum of two 1D Gaussian wave packets where one of them is boosted to a velocity of $\bar{v}_L = 2\Delta \tilde{k}$:

$$\tilde{\Psi}(\tilde{x}, \tilde{t}) = \frac{\tilde{A}_{1D}(\tilde{t})}{\sqrt{2}} \left( e^{i\tilde{f}_1(\tilde{x})} + e^{i\Delta \tilde{k} \tilde{f}_2(\tilde{x})} \right),$$

(22)

where

$$f_j(\tilde{x}) = -\frac{[\tilde{x} - \tilde{x}_j(\tilde{t})]^2}{2\tilde{w}_j^2(\tilde{t})} + i\tilde{\alpha}_j(\tilde{t}) x + i\tilde{\beta}_j(\tilde{t}) x^2,$$

(23)

where $j = 1, 2$. We note here that both the slow cloud (cloud 1) and the fast cloud share the same width $\tilde{w}$ and quadratic phase curvature $\tilde{\beta}$ but have differing centers and linear phase coefficients. This assumption is borne out in multiple GP simulations as can be seen, for example, in Fig. 2. Imposing the normalization condition yields the following constraint: $|\tilde{A}_{1D}|^2 \tilde{w} \pi^{1/2} = 1$ where all terms containing exponentials such as $e^{-i\Delta \tilde{k} \tilde{f}}$ were neglected.

Carrying out the procedure described in Sec. IIIA, we calculate the LVM Lagrangian by inserting the trial wave function into the Lagrangian density and integrating. If we neglect rapidly oscillating terms and impose the normalization

$$L_{1D} = \frac{1}{2} \left( \dot{\tilde{x}}_1, \tilde{x}_1 \right) + \frac{1}{2} \left( \dot{\tilde{\alpha}}_2, \tilde{\alpha}_2 \right) + \frac{1}{\tilde{\beta}} \left( \tilde{x}_1^2 + \tilde{x}_2^2 + \tilde{w}^2 \right) + \frac{1}{2\tilde{w}^2} + \frac{1}{2} \left( \tilde{\alpha}_1 + 2\tilde{\beta}\tilde{\alpha}_1 \right)^2 + \frac{1}{2} \left( \tilde{\alpha}_2 + 2\tilde{\beta}\tilde{\alpha}_2 \right)^2 + (\Delta \tilde{k} \tilde{\alpha}_2 + 2\tilde{\beta}\tilde{\alpha}_2) + \frac{1}{2} (\Delta \tilde{k})^2 + 2\beta^2 \tilde{w}^2 + \frac{1}{8} \gamma^2 \left( \tilde{x}_1^2 + \tilde{x}_2^2 + \tilde{w}^2 \right) + + \left[ \frac{\bar{g} N}{4(2\pi)^{1/2} \tilde{w}^3} \right] (1 + 2 e^{-i(\tilde{x}_1 - \tilde{x}_2)^2/2\tilde{w}^2}),$$

(24)

where $\gamma = \omega/\omega_0$ is the ratio of the actual trap frequency to the frequency used to define the length unit.

We find the equations of motion using the ordinary Euler-Lagrange equations [see Eq. (7)]. After some rearrangement these equations can be expressed as follows:

$$\ddot{x}_1 + \gamma^2 \dot{x}_1 = F_{1D}^{(1)}(\dot{x}_1, \dot{x}_2, \ddot{\tilde{w}}),$$

$$\ddot{x}_2 + \gamma^2 \dot{x}_2 = -F_{1D}^{(1)}(\dot{x}_1, \dot{x}_2, \ddot{\tilde{w}}),$$

(25)

$$\dddot{\tilde{w}} + \gamma^2 \ddot{\tilde{w}} = F_{1D}^{(1)}(\dot{x}_1, \dot{x}_2, \ddot{\tilde{w}}),$$

where

$$F_{1D}^{(1)}(\dot{x}_1, \dot{x}_2, \ddot{\tilde{w}}) = \left[ \frac{2\bar{g} N}{(2\pi)^{1/2} \tilde{w}^3} \right] (\dot{x}_1 - \dot{x}_2) e^{-i(\tilde{x}_1 - \tilde{x}_2)^2/2\tilde{w}^2}$$

(26)
and

\[ F^{(1D)}_{\text{w}}(\tilde{x}_1, \tilde{x}_2, \tilde{w}) \equiv \frac{4}{\tilde{w}^3} + \left[ \frac{\tilde{g} N}{(2\pi)^{1/2} \tilde{w}^2} \right] \times \left\{ 1 + 2 \left[ 1 - \frac{(\tilde{x}_1 - \tilde{x}_2)^2}{\tilde{w}^2} \right] e^{-\left(\tilde{x}_1 - \tilde{x}_2)^2/2\tilde{w}^2} \right\}, \]

where \( F^{(1D)}_{\text{w}} \) can be thought of as the “force” of repulsion between the separating clouds and \( F^{(1D)}_{\text{w}} \) roughly thought of as the “force” causing the width to change.

The above equations constitute a closed system of equations to be solved for \( \tilde{x}_1, \tilde{x}_2, \tilde{t}, \tilde{x}_1, \tilde{w}, \) and \( \tilde{w} \). Once these equations are solved, the remaining parameters appearing in the trial wave function can be obtained as follows:

\[
\tilde{\beta} = \frac{\tilde{w}}{4\tilde{w}} \hspace{1cm} \tilde{a}_1 = \frac{1}{2} \tilde{x}_1 - 2\tilde{\beta}\tilde{x}_1, \\
\tilde{a}_2 = \frac{1}{2} \tilde{x}_2 - 2\tilde{\beta}\tilde{x}_2 - \tilde{\beta}\tilde{\beta}.
\]

The above system of equations have some interesting properties that are analogous to those for Newton’s second law. For example, if we introduce the center of mass of the two-cloud system, \( \tilde{x}_{\text{cm}} \equiv (\tilde{x}_1 + \tilde{x}_2)/2 \), and the relative coordinate, \( \tilde{x}_{\text{rel}} \equiv \tilde{x}_2 - \tilde{x}_1 \), we find their equations of motion by adding and subtracting the first two of Eqs. (25), respectively. They are

\[
\ddot{x}_{\text{cm}} + \gamma^2 \tilde{x}_{\text{cm}} = 0, \\
\ddot{x}_{\text{rel}} + \gamma^2 \tilde{x}_{\text{rel}} = 2F^{(1D)}_{\text{w}}(\tilde{x}_1, \tilde{x}_2, \tilde{w}) \equiv 2F^{(1D)}_{\text{w}}(\tilde{x}_{\text{rel}}, \tilde{w}),
\]

where, in the last equality, we noted that \( F^{(1D)}_{\text{w}} \) only depends on the relative coordinate and the width. The first of the above equations can be solved immediately by inspection and is equivalent to the classical result that the CM motion of a system only depends on external forces. This reduces the total number of equations that must be solved numerically to the equation for \( \tilde{w} \) in Eqs. (25) and the equation for \( \tilde{x}_{\text{rel}} \) above.

There is also a conserved “energy” that can be written as

\[
\tilde{E}_{\text{ID}} = \frac{1}{2} \dot{\tilde{x}}^2 + \frac{1}{2} \dot{\tilde{x}}_2^2 + \frac{1}{2} \gamma^2 \tilde{x}_{\text{cm}}^2 + \tilde{U}_{\text{ID}}(\tilde{x}_1, \tilde{x}_2, \tilde{w}),
\]

where the “potential energy” \( \tilde{U}_{\text{ID}} \) is given by

\[
\tilde{U}_{\text{ID}}(\tilde{x}_1, \tilde{x}_2, \tilde{w}) = 2\gamma^2 \tilde{x}_1^2 + \frac{1}{2} \gamma^2 \tilde{x}_2^2 + \frac{1}{2} \gamma^2 \tilde{w}^2 + \frac{2}{\tilde{w}^2} + \left[ \frac{\tilde{g} N}{(2\pi)^{1/2} \tilde{w}} \right] (1 + 2 e^{-\left(\tilde{x}_1 - \tilde{x}_2)^2/2\tilde{w}^2}).
\]

Equations (25) can all be written as the second time derivative of each coordinate equals the negative partial derivative of the above potential energy with respect to the corresponding coordinate (e.g., \( \dot{\tilde{x}} = -\partial \tilde{U}_{\text{ID}}/\partial \tilde{x} \)). This constant of the motion can be used to estimate the velocity kick and is also useful as a check on numerics.

Equations (25) and (28) can be used with the rest of the Bragg prototyper model to simulate Bragg AI behavior. We have used this 1D Bragg prototyper model to predict the results of a \( \pi/2 - \pi - \pi/2 \) Bragg AI and have also simulated such an AI with the 1D GP equation. In these runs, the condensate was released from the trap and allowed to expand for \( T_0 = 1 \) scaled time unit. The \( \pi/2 \) Bragg pulse was then applied and, after a time interval \( T_2 = 4 \) scaled units, a \( \pi \) pulse was applied followed by a variable time interval \( T_2 \) at which time the final Bragg pulse was turned on. The clouds were allowed to evolve for an additional \( T_2 = 13.4 \) time units.

Figure 4 shows the comparison of the interference patterns resulting from a \( \pi/2 - \pi - \pi/2 \) Bragg AI computed by the GP equation (dashed line) and by the Bragg prototyper method. The interferometer times were (in scaled time units) \( T_1 = 1, T_2 = 4, T_2 \) variable, and \( T_1 = 13.4 \). The times for \( T_2 \) are (clockwise from upper left) \( T_2 = 3.6, 3.8, 4.25, 4.5 \) scaled time units. The interaction strength for all runs was \( \tilde{g} N = 10 \) scaled units.

The GP equation was solved using a Crank-Nicolson algorithm on a space grid of width \( L = 800 \) length units and divided into \( N_x = 32,768 \) space steps over a total time of \( T_{\text{max}} = 22 \) scaled time units using \( N_t = 1 \) 200,000 time steps. The initial state was computed by integrating the GP equation in imaginary time with the trap on. The time needed to obtain fully converged initial interference patterns was about 5 h of run time on a commodity laptop. The time required to obtain the model results on the same computer was about 1 s, approximately 18,000 times faster. We expect that the speedup factor for 3D solutions to be 2–3 orders-of-magnitude greater. This makes our model an essential tool for assessment of more complicated atom interferometers which result from new AI designs inspired by quantum information science.

It is easy to see that the Bragg prototyper model reproduces the number and spacing of the GP-equation interference fringes in all cases. The major difference is that the width and height of the GP fringes are wider and shorter, respectively, than those in the LVM pattern. It is likely that the area under the curve in corresponding GP and LVM fringes is the same. This would make wider fringes lower and would imply that the number of atoms in each GP fringe is approximately equal to the number of atoms in the corresponding LVM fringe.

**B. 3D two-cloud LVM**

We also derived a 3D version of the two-cloud LVM model. The derivation is a straightforward generalization of the 1D
version with all of the same assumptions and approximations. We include the highlights of its derivation for completeness.

The trial wave function for the 3D two-cloud LVM model is a sum of two 3D Gaussians:

$$\Psi(\vec{r}, \hat{t}) = \frac{A_{3D}}{\sqrt{2}} (F_{1}(\vec{r}, \hat{t}) + e^{i\Delta k \hat{t}} F_{2}(\vec{r}, \hat{t}))$$

where

$$F_{j}(\vec{r}, \hat{t}) = \sum_{n=x,y,z} \left[ -\frac{(\vec{\eta} - \vec{\eta}_{j})^2}{2w_{n}^2} + i \left( \vec{A}_{j} \cdot \vec{\eta} + \vec{\beta}_{n} \eta_{j} \right) \right]$$

and $j = 1, 2$. In three dimensions we allow for the possibility of differing widths, $\vec{w}_{n}, \vec{\eta} = x, y, z$ along the three axes, however we assume that these widths are the same for both clouds. This holds for the corresponding phase curvature coefficients $\vec{\beta}_{n}, \vec{\eta} = x, y, z$ as well. It is straightforward to calculate the normalization constraint as $|A_{3D}|^2 \vec{w}_{n} \vec{\beta}_{n} \pi^{1/2} = 1$. We note again that it was necessary to neglect rapidly oscillating terms that contained exponentials such as $e^{\pm i\Delta k \hat{t}}$ to arrive at this result.

The Lagrangian for this trial wave function thus becomes

$$L_{3D} = \sum_{n=x,y,z} \left\{ \frac{1}{2} \vec{A}_{1n} \eta_{1}^{2} + \frac{1}{2} \vec{A}_{2n} \eta_{2}^{2} + \frac{1}{2} \vec{\beta}_{n} \eta_{1} \eta_{2} \right\}$$

$$+ \frac{1}{2} (\vec{A}_{1n} + 2 \vec{\beta}_{n} \eta_{1}) \eta_{2}^{2} + \frac{1}{2} (\vec{A}_{2n} + 2 \vec{\beta}_{n} \eta_{2}) \eta_{1}^{2} + \Delta k \eta_{1} \eta_{2}$$

$$+ \left[ \frac{\vec{g} N}{4(2\pi)^{3/2} \vec{w}_{n} \vec{w}_{x} \vec{w}_{z}} \right] (1 + 2 e^{-\sum_{n=x,y,z} \frac{(\eta_{n} - \bar{\eta}_{n})^2}{2w_{n}^2}}),$$

where $\gamma_{n} \equiv o_{n}/\bar{\omega}$ and $\bar{\omega}$ is the geometric average of the three trap frequencies which is used in the definition of the 3D length unit.

The equations of motion that arise from the above Lagrangian are

$$\ddot{\eta}_{1} + \gamma_{1}^{2} \eta_{1} = F^{(3D)}_{12n}(\vec{r}_{1}, \vec{r}_{2}, \vec{w})$$

$$\ddot{\eta}_{2} + \gamma_{2}^{2} \eta_{2} = -F^{(3D)}_{12n}(\vec{r}_{1}, \vec{r}_{2}, \vec{w})$$

$$\ddot{\vec{w}}_{n} + \gamma_{n}^{2} \vec{w}_{n} = F^{(3D)}_{wn}(\vec{r}_{1}, \vec{r}_{2}, \vec{w}), \quad \eta = x, y, z,$$

where $\vec{r}_{j} \equiv (x_{j}, y_{j}, z_{j})$ with $j = 1, 2$ and $\vec{w} \equiv (\vec{w}_{x}, \vec{w}_{y}, \vec{w}_{z})$ and where the force terms on the right-hand sides are given by

$$F^{(3D)}_{12n}(\vec{r}_{1}, \vec{r}_{2}, \vec{w}) = \left[ \frac{2\vec{g} N}{(2\pi)^{3/2} \vec{w}_{n} \vec{w}_{x} \vec{w}_{z}} \right] \left( \frac{\eta_{1} - \eta_{2}}{\vec{w}_{n}} \right)$$

$$\times e^{-\sum_{n=x,y,z} \frac{(\eta_{n} - \bar{\eta}_{n})^2}{2w_{n}^2}},$$

$$F^{(3D)}_{wn}(\vec{r}_{1}, \vec{r}_{2}, \vec{w}) = \frac{4}{\vec{w}_{n}} \left[ \frac{\vec{g} N}{(2\pi)^{3/2} \vec{w}_{n} \vec{w}_{x} \vec{w}_{z}} \right] \left( 1 + 2 \right)$$

$$\times \left[ 1 - \frac{(\eta_{1} - \eta_{2})^2}{\vec{w}_{n}} \right] e^{-\sum_{n=x,y,z} \frac{(\eta_{n} - \bar{\eta}_{n})^2}{2w_{n}^2}}.$$
VI. DISCUSSION

In this paper we have presented a method suitable for rapid estimation of interference patterns derived from ultracold Bragg atom interferometers. The method achieves this by representing the condensate wave function as a superposition of fast and slow Gaussian clouds and then modeling the changes caused by (1) Bragg $\pi/2$ and $\pi$ pulses and (2) by approximating the GP-equation evolution of the wave function during the intervals between the pulses. Thus, by following the sequence of Bragg pulses and intervals that occur in a particular Bragg AI, it is possible to approximate rapidly the final condensate wave function and thus calculate the expected interference pattern.

In this model, Bragg pulses are assumed to change the wave function by instantaneous shifts in momentum space while rapid estimation of the effect of GP evolution is approximated using an LVM technique. We have validated the 1D version of this method by comparing its results with 1D numerical simulations of Mach-Zehnder-type atom interferometers using the GP equation. The 3D version was validated by comparison with experimental results presented in Ref. [30]. We found that the method provides good agreement with interference patterns in both the 1D and 3D cases as regards the number and spacing of fringes. In the 1D case we found that our model obtained the final interference patterns at least 10 000 times faster than direct GP-equation simulation on the same computer.

FIG. 5. (Color online) A comparison of the results of the 3D two-cloud Bragg AI model with the experimental results given in Fig. 2 of Ref. [30] where the NIST experiment discussed earlier in the text was described. In that experiment, the evolving phase of a Bose-Einstein condensate wave function was probed using a $\pi/2$–$\pi$–$\pi/2$ Bragg interferometer. (a) Interference patterns obtained for interferometer runs (top row experiment, bottom row theory) where $T_0 = 4$ ms, $T_1 = 1$ ms, $T_2 = 2$ ms, and $T_2$ was varied so that the cloud-center spacings ($\delta x$) at the last Bragg pulse were the values given in the figure. (b) A quantitative comparison of the case for $\delta x = 11 \mu$m [second from right end in (a)]. The theory curve was normalized to match the highest experimental peak.

Figure 6(c) shows a comparison of the 3D one-cloud LVM (bottom), 3D two-cloud LVM (top), and experiment (middle), for the interference pattern resulting from an interferometer run in which the trap was on and $T = 1$ ms. Although the one-cloud and two-cloud LVM interference patterns are both qualitatively similar to the experimental one, it is clear that the two-cloud pattern agrees better. Thus the apparent agreement between the one-cloud LVM and experiment presented in Ref. [30] in the trap-on case without the correction was fortuitous.

FIG. 6. (Color online) (a) The spatial fringe frequency vs the cloud separation at the instant the final $\pi/2$ pulse is applied. The data is taken from Fig. 3 of Ref. [30]. The steeper line corresponds to $T_0 = 4$ ms, and the other line to $T_0 = 1$ ms. (b) The relative velocity between interfering clouds vs $T$, the interferometer time. Data is taken from Fig. 5 of the cited paper. (c) An interference pattern comparison between 3D one-cloud LVM (bottom), experiment (middle), and 3D two-cloud LVM (top), with the trap on during all the steps of the interferometer and $T = 1$ ms.
expect this factor to be several orders-of-magnitude greater for the 3D case.

While the comparison of the results of the method with 1D GP simulations and with 3D experiment is quite good, there are some differences. In the 1D case we found that it was necessary to shift our interference patterns over to line up fringe locations with the GP results. The shifts were small, they were at most 10 scaled length units which was a small difference compared to the width of a fringe. We did not have enough information about the experiment to determine if this was necessary in the 3D case. Also, as can be seen in Fig. 4(a), the fringe heights differ from the GP pattern. This difference is also present in the 3D comparison.

There are several possible reasons for these differences. First, our model tacitly assumes that separating clouds are not distorted by their mutual interaction since we model them as Gaussians. In the 1D case, this assumption holds reasonably but not perfectly well over the range of $\tilde{g}N$ considered. GP simulations with larger and larger $\tilde{g}N$ values show that clouds become more and more distorted as the interaction strength increases. Thus some of the energy available for repulsion can be diverted from changing the CM velocity into cloud distortion.

Another reason for the difference may lie in our treatment of interacting clouds between the final Bragg pulse (which creates two fast and two slow clouds) and the time that an image is taken. During this interval, we use the two-cloud model to propagate each fast and slow pair separately and combine them at the end. This neglected the interaction of the overlapping clouds (the two fast clouds overlap and the two slow clouds overlap) as the two cloud pairs move apart. In fact, the $T_1$ interval is usually longer than all of the other intervals combined, so there is ample opportunity for the two clouds in a pair to repel each other. This could be accounted for in a four-cloud model.

We also presented a study of the extra velocity kick that the slow and fast clouds receive when a $\pi/2$ Bragg pulse is applied to a condensate. When the condensate splits, the two clouds push against each other as they separate. This causes the fast cloud to acquire an extra velocity $\delta \tilde{v}$ in addition to the velocity $\tilde{v}_i$ imparted by the light. The slow cloud recoils at velocity $\delta \tilde{v}$ due to conservation of momentum. This study was conducted in 1D where the evolution of the condensate was simulated with the GP equation and the value of $\delta \tilde{v}$ was determined directly from the simulation as a function of the interaction strength $\tilde{g}N$. The values of $\tilde{g}N$ ranged from noninteracting up to well into the Thomas-Fermi regime.

We found that these velocity kicks could be precisely predicted by setting the energy available for repulsion equal to the total kinetic energy of the interacting system minus the kinetic energy of the noninteracting system. We approximated the energy available for repulsion from the expression for the total interaction energy by neglecting rapidly oscillating terms involving the wave vector of the Bragg pulse light. The success of this procedure in reproducing the velocity kicks reinforces the picture of the interaction energy being partitioned into self-interaction energy of individual clouds and energy for cloud-cloud interaction. And furthermore, that the cloud-cloud interaction only produces a CM velocity change.

It is also important to mention that there are some phenomena that occur in Bragg atom interferometers that the model described in this paper might be modified to handle. Bragg processes often result in elastic scattering into initially unoccupied transverse momentum modes [36]. While these processes are not treated by the GP equation, it is possible to modify the effect of a pulse in these cases by adding clouds that occupy these momentum modes and neglecting their interaction with the mother condensate during separation. These modifications may also address other wave mixing processes that sometimes occur. Stray light can also cause problems for Bragg atom interferometers especially for condensates trapped near an atom chip. The major effect of stray light in these cases is to change the internal energy state of the atom. The model described above can be generalized to account for multiple internal levels of the atoms.

Another difficulty for Bragg interferometers is imperfections in the Bragg pulse wave front which causes the laser intensity to vary across the condensate. In this case, different condensate atoms experience different pulse areas which causes the “angle” of the Bragg pulse to vary. That is, not all atoms will experience either a $\pi$ or $\pi/2$ pulse. Our model can also be generalized to handle Bragg pulses of arbitrary angle. These “angle” errors in the pulses are analogous to imperfections in the thickness of the blades in a neutron interferometer. Such errors can be addressed by a new AI design that implements this QIS idea of the “power of one qubit” [37]. The implementation of this idea for Bragg interferometers will be the subject of a forthcoming article.

Atom interferometry with Bose-Einstein condensates hold the promise for applications in ultrasensitive navigation and precision metrology. We noted earlier the idea that, because of the connection between quantum algorithms and multiparticle interferometers, there is great potential for using the advances in QIS to inspire advances in precision interferometer designs. The Bragg AI prototyping method presented here represents a useful tool for the rapid assessment of new Bragg AI designs. In the future we intend to apply our tool to design AIs that use QIS ideas for decoherence avoidance (e.g., decoherence-free subspaces, [38]) and minimization (e.g., the power of one qubit [37]).
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