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Rock-Paper-Scissors in the Chemostat

James P Braselton*, Martha L Abell and Lorraine M Braselton

Department of Mathematical Sciences, P. O. Box 8093, Georgia Southern University, Statesboro, Georgia 30460-8093, USA

Abstract

Rock-Paper-Scissors is a game played by two players to determine a single winner. Biological relationships of Rock-Paper-Scissors are documented. In this paper, we form a continuous model of Rock-Papers-Scissors in the chemostat that coincides with the biology of such relationships. The basic models that we develop coincide with the observed phenomena. Because the model involves a system of seven nonlinear differential equations, global results are difficult to obtain. We present several numerical studies that are the result of a substantial number of numerical trials to illustrate the various possibilities that might occur in the context of the problem discussed here.
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Introduction

Traditionally, rock-paper-scissors is a children's game. We describe how to play the game with your hand. Rock is represented by a fist, scissors by two fingers extended to represent a pair of scissors, and paper by a flattened hand. At the count of three, the two players extend their hands into one of the forms described. Rock breaks scissors so defeats scissors, scissors cut paper so scissors defeat paper, and paper covers rock so paper defeats rock. Viewing the relationship between the rock, paper, and scissors, each has an advantage over the other. Although rock-paper-scissors may be a relatively easy way to settle simple disputes between two friends, rock-paper-scissors occurs in interesting and meaningful biological contexts as well.

Kerr et al. [1] describes a relationship between three populations of Escherichia coli that produce toxins against each other resulting in a biological rock-paper-scissors relationship. Their mathematical simulations (in silico study) using a chemostat model showed that coexistence of all three populations could occur if the chemostat was not well stirred so that interactions between the competitors were local. On the other hand, if the chemostat was well stirred so that interactions between the competitors were global, one would win and eliminate both of the other competitors. They carefully examined their study in the lab (using in vitro techniques) and generally saw that one population dominated the mixture after one week or so. In their article, Roelke and Eldridge [2], expanded on the results of [1].

Another interesting study (in silico study) is by Karolyi et al. [3], who examine a similar problem and demonstrate that the competition is affected by the distribution of the competitors. They further show that by chaotic mixing of the nutrient (with density S(t) in which that follows) that there are cyclic oscillations in the population densities of the three competitors.

Of particular biological interest Kirkup and Riley [4], perform an experiment (in vivo) using mice whose intestinal bacteria are in a rock-paper-scissors relationship. In their experiment, they examine colicin (antibiotic) producing strains of Escherichia coli against its close relatives in a rock-paper-scissors relationship. From the results of their experiment, they conclude that a diverse family of antibiotics [colicins] serves to promote microbial diversity in one of the dominant niches exploited by enteric bacteria, the mammalian colon.

In the models studied by Karolyi et al. [3], and Kerr et al. [1], the rock-paper-scissors relationship is formed by a killer (toxin producing or more specifically, colicin producing) organism, toxin sensitive organism, and toxin resistant organism. The colicin producing strains kill the sensitive strains that outcompete the resistant strains which outcompete the colicin producing strains. Unlike these previously studied models, in the model we develop and study in this paper we give each competitor a specific method of attack by giving it the ability to produce a toxin against its enemy. We expand on these previous results by considering the case when each organism produces a toxin (or colicin) to which one of its competitors is sensitive and the other resistant, which is more similar to the experiment performed by Kirkup and Riley [4].

By viewing the rock-paper-scissors relationship as a competition problem, the natural question to ask is who wins?

Competing species problems have been extensively studied theoretically and experimentally. We do not list an exhaustive reference of such studies but rather mention a few that seem particularly interesting in the context of the model we develop here. In a general sense, competing species in the chemostat are studied in Smith and Wulffman, [5]. Many variations of the basic model model have been studied. For example Li [6], studies a competition model with three competing species competing for three nutrients. His study is based on the experimental results seen by Husiman and Weissing [7], which show that cyclic competition, such as in a rock-paper-scissors relationship, can result in periodic oscillations (or limit cycles). More recently, Cameron et al. [8], examine a rock-paper-scissors relationship involving a parasitic plant and experimentally show that coexistence of the three competitors occurs and confirm the conclusion with biological observations. More recently, in Hsu and Roeger [9], use the May-Leonard competition models to study more complex competition relationships in the chemostat.

The production of anti-competitor toxins is of interest when the weaker competitor can devote some of its resources to the production of...
of a toxin (or inhibitor) against its competitors at some expense to its own growth. In Husiman and Weissing [7], this was modeled as a constant proportion of the resources. Biologically, this makes sense. For example, it is documented that mixing strains of Escherichia coli, some of which produce bacteriocins, which are poisons that have a negative effect on competing organisms, the end result can lead to co-existence of all competitors [10-13]. Inhibitors (including those added to the environment as well as those produced by the organisms) in the chemostat have been studied [14-20].

In this paper we consider a basic, resource-based model of competition of which the chemostat is the standard example. Such models have applications in ecology to model a simple lake, a simple digestive system, and in biotechnology to model the commercial bioreactor. Experimental verification of the match between theory and experiment can be found in Hanson and Hubbel [11] study. For a general discussion of competition models in the chemostat see Frederickson and Stephanopoulos [12], or Smith [13].

Formation of the Continuous Model

To formulate a continuous model of a biological rock-paper-scissors relationship in the chemostat, we start with the basic models that are summarized by Smith and Waltman [5], and then the competition models and, specially, the model when one competitor produces a toxin studied by Hsu and Waltman [16]. We restate the basic competition equations (scaled) for two competitors in the chemostat as stated in Smith and Waltman [5] (note that =-d/dt):

$$
\begin{align*}
S' &= -\frac{mS}{a_1 + S} x_1 - \frac{mS}{a_2 + S} x_2 \\
x_1' &= \frac{mS}{a_1 + S} (1 - \gamma P) \\
x_2' &= \frac{mS}{a_2 + S} (1 - k) \left(1 - \frac{mS}{a_2 + S} x_2\right) - P.
\end{align*}
$$

The competition models (scaled) when one competitor produces a toxin is studied in by Hsu and Waltman [16]:

$$
\begin{align*}
S' &= -\frac{mS}{a_1 + S} x_1 - \frac{mS}{a_2 + S} x_2 \\
x_1' &= \frac{mS}{a_1 + S} (1 - \gamma P) \\
x_2' &= \frac{mS}{a_2 + S} (1 - k) \left(1 - \frac{mS}{a_2 + S} x_2\right) - P.
\end{align*}
$$

In (1) and (2), \(m\) represents the maximal growth rates, \(a\) are the Michaelis-Menten constants, and \(k\) represents the fraction of nutrient availability to the \(x\) organism allocated to the production of the toxin. We assume that that interaction between the toxin and the affected microorganism is of mass-action form, \(\gamma P x_1\) (is the proportionality constant). In both equations, \(S(t)\) denotes the concentration of the nutrient in the chemostat. In the first equation, \(x_1(t)\) and \(x_2(t)\) denote the concentration of the competitors. In the second equation, \(x_1(t)\) denotes the density of the toxin sensitive organism and \(x_2(t)\) denotes the density of the toxin producing organism. \(P(t)\) denotes the density of the concentration of the toxin in the chemostat.

To generalize the Hsu and Waltman study in [16] to model a "Rock-Paper-Scissors" relationship, the number of equations increases but then we also must indicate how each organism affects the other. In the model we develop, we assume that we are dealing with organisms with densities \(x_1(t), x_2(t), \text{and } x_3(t)\): the \(x_1\) - organism produces a toxin against the \(x_2\) - organism (\(P_1(t)\)), which is represented by \(k_1\) as a fraction of its nutrient consumption; the \(x_2\) - organism produces a toxin against the \(x_3\) - organism (\(P_2(t)\)), which is represented by \(k_2\) as a fraction of its nutrient consumption; and the \(x_3\) - organism produces a toxin against the \(x_1\) - organism (\(P_3(t)\)), which is represented by \(k_3\) as a fraction of its nutrient consumption for a true rock-paper-scissors relationship. For simplicity, we rest assume that \(k_1, k_2, \text{and} k_3\) may have different values) is constant, but then generalize the approach followed by Braselton and Waltman [21], when \(k\) is not constant.

As stated above, let \(S(t)\) denote the concentration of the nutrient at time \(t\), \(x_1(t)\) the concentration of the microorganism susceptible to the toxin secreted by the organism with concentration \(x_1(t)\), \(x_2(t)\) the concentration of the microorganism susceptible to the toxin secreted by the organism with concentration \(x_2(t)\), \(x_3(t)\) the concentration of the microorganism susceptible to the toxin secreted by the organism with concentration \(x_3(t)\). The concentrations of the toxin producing organisms are given by \(P_1(t)\) (for \(x_1\)), \(P_2(t)\) (for \(x_2\)) and \(P_3(t)\) (for \(x_3\)). The underlying assumption is that the chemostat is well stirred so the nutrient is equally available to all competitors. The model takes the form

$$
\begin{align*}
\end{align*}
$$
\[
\frac{dS}{dt} = \left( S^{(0)} - S \right) D - S - \frac{m_i S}{a_i + S} x_i - \frac{m_i S}{a_i + S} x_i - \frac{m_i S}{a_i + S} x_i
\]
\[
\frac{dx_1}{dt} = x_1 \left( 1 - k_1 \right) \frac{m_1 S}{a_1 + S} - D - \gamma_1 P_1
\]
\[
\frac{dx_2}{dt} = x_2 \left( 1 - k_2 \right) \frac{m_2 S}{a_2 + S} - D - \gamma_2 P_2
\]
\[
\frac{dx_3}{dt} = x_3 \left( 1 - k_3 \right) \frac{m_3 S}{a_3 + S} - D - \gamma_3 P_3
\]
\[
dP_1 = k_1 \frac{m_1 S}{a_1 + S} x_1 - D P_1
\]
\[
dP_2 = k_2 \frac{m_2 S}{a_2 + S} x_2 - D P_2
\]
\[
dP_3 = k_3 \frac{m_3 S}{a_3 + S} x_3 - D P_3
\]

In (3), \( S^{(0)} \) is the input concentration of the nutrient, \( D \) is the washout rate, \( m_i \) the maximal growth rates, \( a_i \) are the Michaelis-Menten constants, and \( \gamma_i \) are the yield constants. \( S^{(0)} \) and \( D \) are usually controlled by the experimenter although in real life situations such as studying how Escherichia coli interact in a (human or mouse, [4]) digestive system might not be controllable by the individual involved. The equations (3) are usually called the Monod Model or the model with Michaelis-Menten dynamics. For the purposes here, the constant \( k \) represents the fraction of potential growth devoted to producing the toxin. If one had chosen to not start with a chemostat model, an alternative choice might have been starting with the May-Leonard competition equations as in Hsu and Roeger [9]. Also, note that our assumption that the chemostat is well stirred differs significantly from the assumptions of Kerr et al. [1] and Karolyi et al. [3] described previously. The interaction between the allelopathic agent and the sensitive microorganism have been taken to be of mass action form, \( \gamma_i P_i x_j \). This is common in modeling when an interaction depends on the concentrations.

For chemostat problems, we scale to dimensionless variables. To do so, we first assume \( \eta = \eta_1 = \eta_2 = \eta_3 \), and then we let

\[
\begin{align*}
\overline{S} &= \frac{S}{S^{(0)}}, \quad \overline{x}_i = \frac{x_i}{\gamma_i S^{(0)}}, \quad \overline{x}_i = \frac{x_i}{\gamma_i S^{(0)}}, \quad \overline{x}_i = \frac{x_i}{\gamma_i S^{(0)}}, \quad \tau = D t, \\
\overline{m}_i &= \frac{m_i}{D}, \quad \overline{a}_i = \frac{a_i}{S^{(0)}}, \quad \overline{\gamma}_i = \frac{\gamma_i S^{(0)}}{D}, \quad \overline{\gamma}_i = \frac{\gamma_i S^{(0)}}{D}, \quad \overline{\gamma}_i = \frac{\gamma_i S^{(0)}}{D},
\end{align*}
\]

where \( \overline{\cdot} = \frac{\partial}{\partial t} \).

After scaling, dropping the bars, and replacing \( \tau \) with \( t \) system (3) simplifies to

\[
\frac{dS}{dt} = 1 - S - \frac{m_i S}{a_i + S} x_i - \frac{m_i S}{a_i + S} x_i - \frac{m_i S}{a_i + S} x_i
\]
\[
\frac{dx_1}{dt} = x_1 \left( 1 - k_1 \right) \frac{m_1 S}{a_1 + S} - 1 - \gamma_1 P_1
\]
\[
\frac{dx_2}{dt} = x_2 \left( 1 - k_2 \right) \frac{m_2 S}{a_2 + S} - 1 - \gamma_2 P_2
\]
\[
\frac{dx_3}{dt} = x_3 \left( 1 - k_3 \right) \frac{m_3 S}{a_3 + S} - 1 - \gamma_3 P_3
\]
\[
\frac{dP_1}{dt} = k_1 \frac{m_1 S}{a_1 + S} x_1 - P_1
\]
\[
\frac{dP_2}{dt} = k_2 \frac{m_2 S}{a_2 + S} x_2 - P_2
\]
\[
\frac{dP_3}{dt} = k_3 \frac{m_3 S}{a_3 + S} x_3 - P_3
\]

In this reduced form, the system is dimensionless and we have fewer variables to work with so is preferred to the original system.

Observe that if \( S(0), x_j(0), x_j(0), P_i(0), P_i(0), \) and \( P_i(0) \) are non negative, then the solutions are also non negative.
To see this, let $\Sigma = S + x_1 + x_2 + x_3 + P_1 + P_2 + P_3$. Then,
\[
\Sigma' = -S - x_1 - x_2 - x_3 - P_1 - P_2 - \gamma y_1 x_1 + \gamma y_2 x_2 + \gamma y_3 x_3 - \gamma y_2 x_3 - \gamma y_3 x_3 P_2
\]
\[
= -\Sigma' - \gamma y_1 x_1 P - \gamma y_2 x_2 P - \gamma y_3 x_3 P
\]
\[
\leq -\Sigma
\]
so $\limsup_{t \to \infty}$. Because each component is non-negative, it follows that system (4) is dissipative.

To linearize at the equilibrium points (rest points), we let $f_i'(S) = \frac{m_i S}{a_i + S}$ and then compute the Jacobian for system (4):

\[
J = \begin{pmatrix}
m_{11} & -f_1'(S) & -f_2'(S) & -f_3'(S) & 0 & 0 & 0 \\
(1-k_1)f_1'(S)x_1 & m_{22} & 0 & 0 & 0 & -\gamma y_1 x_1 \\
(1-k_2)f_2'(S)x_2 & 0 & m_{22} & 0 & -\gamma y_2 x_2 & 0 \\
(1-k_3)f_3'(S)x_3 & 0 & 0 & m_{44} & -\gamma y_3 x_3 & 0 \\
k_1f_1'(S)x_1 & k_2f_1(S) & 0 & 0 & -1 & 0 \\
k_2f_2'(S)x_2 & 0 & k_2f_2(S) & 0 & 0 & -1 \\
k_3f_3'(S)x_3 & 0 & 0 & k_3f_3(S) & 0 & -1 \\
\end{pmatrix}
\]

(6)

Where,
\[
m_{11} = -1 - f_1'(S)x_1 - f_2'(S)x_2 - f_3'(S)x_3,
\]
\[
m_{22} = -1 - \gamma y_1 x_1 + (1-k_1)f_1(S),
\]
\[
m_{33} = -1 - \gamma y_2 x_2 + (1-k_2)f_2(S),
\]
\[
m_{44} = -1 - \gamma y_3 x_3 + (1-k_3)f_3(S)
\]

and

The boundary rest point $E_0 = (S_0; x_{10}; x_{20}; x_{30}; P_{10}; P_{20}; P_{30}) = (1; 0; 0; 0; 0; 0)$ always exists. Evaluated at the Jacobian we have which has eigenvalues along the diagonal: -1 (with multiplicity 4) and $(1-k_1)f_1'(1)$, $(1-k_2)f_2'(1)$, and $(1-k_3)f_3'(1)$ -1, and $(1-k_4)f_4'(1) - 1$. $E_0$ will be unstable when at least one of the last three eigenvalues is positive:

\[
f_1'(1) \frac{1}{1-k_1} > \frac{1}{a_i + 1} \quad \text{or that we require in which follows.}
\]

\[
m_i > \frac{a_i + 1}{1-k_i}
\]

Boundary Rest Points

Other boundary rest points exist when $x_1 = 0$, $x_2 = 0$, or $x_3 = 0$. Observe that if system (4) has boundary rest points, the resulting system is equivalent to that studied by Hsu and Waltman [16]. To illustrate why this is true, we assume that one of the population densities is 0. For convenience we choose $x_3 = 0$. Then, system (4) becomes

\[
\frac{dS}{dt} = 1 - S - \frac{m_S}{a_i + S}x_i - \frac{m_S}{a_i + S}x_3
\]

\[
\frac{dx_1}{dt} = x_1 \left(1-k_1\right) \frac{m_S}{a_i + S} - 1
\]

\[
\frac{dx_2}{dt} = x_2 \left(1-k_2\right) \frac{m_S}{a_i + S} - 1 - \gamma y_2 x_2
\]

\[
\frac{dx_3}{dt} = x_3 \left(1-k_3\right) \frac{m_S}{a_i + S} - 1 - \gamma y_3 x_3 - \gamma y_3 x_3 P_2
\]

\[
\frac{dP_1}{dt} = k_1\frac{m_S}{a_i + S} x_1 - P_1
\]

\[
\frac{dP_2}{dt} = k_2\frac{m_S}{a_i + S} x_2 - P_2
\]

\[
\frac{dP_3}{dt} = k_3\frac{m_S}{a_i + S} x_3 - P_3
\]

(7)
For system (7) to be biological meaningful, we must have that $k_3=0$, which reduces the system to

$$
\frac{dS}{dt} = 1 - S - \frac{m_S}{a_S + S} x_1 - \frac{m_S}{a_S + S} x_2,
$$

$$
\frac{dx_1}{dt} = x_1 \left[ (1 - k_2) \frac{m_S}{a_S + S} - 1 \right],
$$

$$
\frac{dx_2}{dt} = x_2 \left[ \frac{m_S}{a_S + S} - 1 - \gamma_2 P_2 \right],
$$

$$
\frac{dP_2}{dt} = k_2 \frac{m_S}{a_S + S} x_2 - P_2,
$$

which is equivalent to the system (2) studied by Hsu and Waltman [16]. The same argument applies if $x_2=0$ or $x_3=0$.

**Interior Rest Points**

When interior rest points exist of system (4) exist, they take the form $EA=(S_A; x_1A; x_2A; x_3A; P_1A; P_2A; P_3A)$ where

$$
E_A = \frac{(1 - k_2)f_S(S_A) - 1}{\gamma_2 f_S(S_A)},
$$

$$
E_{x_1A} = \frac{(1 - k_2)f_{x_1}(S_A) - 1}{\gamma_2 f_{x_1}(S_A)},
$$

$$
E_{x_2A} = \frac{(1 - k_2)f_{x_2}(S_A) - 1}{\gamma_2 f_{x_2}(S_A)},
$$

$$
E_{P_2A} = \frac{(1 - k_2)f_{P_2}(S_A) - 1}{\gamma_2},
$$

$$
E_{P_1A} = \frac{(1 - k_2)f_{P_1}(S_A) - 1}{\gamma_2},
$$

$$
E_{P_3A} = \frac{(1 - k_2)f_{P_3}(S_A) - 1}{\gamma_2}
$$

where SA is a positive solution of

$$
c_0 S^4 + c_1 S^3 + c_2 S^2 + c_3 S + c_4 = 0.
$$

The coefficients $c_i$ are given by

$$
c_0 = a_1 a_2 a_3 (\gamma_2 \gamma_3 k_2 k_3 + \gamma_1 k_1 (\gamma_3 k_3 + \gamma_2 k_2 (1 + \gamma_3 k_3 + (-1 + k_2) m_2) + a_1 (a_1 (\gamma_3 k_3 + \gamma_3 k_3 + \gamma_2 k_2 (1 + (1 + k_2) m_2)))),
$$

$$
c_1 = a_2 a_3 (\gamma_2 \gamma_3 k_3 + \gamma_1 k_1 (\gamma_3 k_3 + \gamma_2 k_2 (1 + (1 + k_2) m_2) + a_1 (a_1 (\gamma_3 k_3 + \gamma_3 k_3 + \gamma_2 k_2 (1 + (1 + k_2) m_2)))),
$$

$$
c_2 = a_3 (\gamma_1 k_1 (\gamma_3 k_3 + \gamma_2 k_2 (1 + \gamma_3 k_3 + (-1 + k_2) m_1)) + \gamma_2 (\gamma_3 k_3 k_3 (1 + (-1 + k_2) m_2) + a_3 (\gamma_2 \gamma_3 k_3 + \gamma_1 k_1 (\gamma_3 k_3 + \gamma_2 k_2 (1 + \gamma_3 k_3 + (-1 + k_2) m_2) + a_1 (a_1 (\gamma_3 k_3 + \gamma_3 k_3 + \gamma_2 k_2 (1 + (1 + k_2) m_2)))) - a_1 (\gamma_3 k_3 k_3 (1 + m_2 - k_2 m_2) + \gamma_1 k_1 (\gamma_3 k_3 (1 + (1 + a_2 + a_3) \gamma_3 k_3 + m_1 - k_2 m_1))),
$$

$$
c_3 = \gamma_2 \gamma_3 k_3 k_3 (1 + m_2 - k_2 m_2) - \gamma_1 k_1 (\gamma_3 k_3 (1 + (1 + a_2 + a_3) \gamma_3 k_3 + m_1 - k_2 m_1)) + \gamma_3 k_3 (1 + m_3 - k_3 m_3), and
$$

$$
c_4 = \gamma_2 \gamma_3 k_3 k_3 k_3.
$$

Note that for interior rest points (9) to exist, we must have

$$
f_S(S_A) > \frac{1}{1 - k_2},
$$

$$
\frac{m_S S_A}{a_S + S_A} > \frac{1}{1 - k_2}.
$$
If \( m_i > 1/(1 - k_i) \) this occurs when \( S_A > \frac{a_i}{(1 - k_i)m_i - 1} \); if \( m_i < 1/(1 - k_i) \) this occurs when \( S_A < \frac{a_i}{(1 - k_i)m_i - 1} \).

An Example

To investigate the stability of any interior rest points, we chose parameter values that resulted in an interior rest point. The following example is typical of what we observed.

Choosing

\[
\begin{align*}
  k_1 &= 0.15, k_2 = 0.1, k_3 = 0.2, a_1 = 0.12, a_2 = 0.19, a_3 = 0.15, Y_1 = 1.25, Y_2 = 1.1, \\
  Y_3 &= 1.5, m_1 = 1.45, m_2 = 1.4, \text{ and } m_3 = 1.6,
\end{align*}
\]

results in the equilibrium solutions shown in Table 1. Observe that these parameter values result in one interior rest point, \( E_A \).

Next, we investigate the stability of each rest point by computing the eigenvalues of the Jacobian, \( J \), at each rest point. In Table 2, we list the maximum of the real part of the eigenvalues of the Jacobian, \( J \), evaluated at each rest point. Observe that the interior rest point, \( E_A \), is unstable. Two of the boundary rest points are locally stable.

To see that \( E_A \) exists so that coexistence is possible, we illustrate the coexistence in Figure 1. However, it is important to remember that \( E_A \) is unstable. Changing the initial conditions slightly leads to very different results. (We choose initial conditions near \( E_A \).) We illustrate a few of the possible situations in Figure 2. In the plots shown in the figures observe that depending on the initial conditions; generally, the results indicate that one or two species will dominate after long periods of time.

To investigate the stability of \( E_A \), we adjust the parameter values that we started with initially in (12). First, we vary \( k_1 \) and leave the remaining parameter values the same as in (12). When an interior rest point exists, we compute the eigenvalues of the Jacobian evaluated at the rest point, then compute the maximum value of the real part of any eigenvalue, and plot the result. See the black plot in Figure 1 of the Jacobian evaluated at each rest point listed in Table 1. We then repeated the procedure for \( k_2 \) and \( k_3 \) in Figure 3 (a), \( a_1 \), \( a_2 \), and \( a_3 \) in Figure 3 (b), 1, 2, and 3 in Figure 3 (c), and \( m_1 \), \( m_2 \), and \( m_3 \) in Figure 3 (d). In all cases, observe that the maximum value of the real part of any of the eigenvalues is always positive: the interior rest point is unstable.

In fact, using constant \( k \), mutual exclusion always occurred except at the exact densities of the unstable interior rest point as shown in Figure 1. This makes sense and agrees with other models: the coexistence of colicin producer and a sensitive strain in a well-mixed culture is not possible [4], except that in our model all competitors are producing colicins.

<table>
<thead>
<tr>
<th>Label</th>
<th>( S )</th>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( m_3 )</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{b2} )</td>
<td>0.0730769</td>
<td>0</td>
<td>0.834231</td>
<td>0</td>
<td>0</td>
<td>0.0926923</td>
<td>0</td>
</tr>
<tr>
<td>( E_0 )</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( E_{b1} )</td>
<td>0.0516129</td>
<td>0.806129</td>
<td>0</td>
<td>0</td>
<td>0.142258</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( E_{b13} )</td>
<td>0.0535714</td>
<td>0.779376</td>
<td>0</td>
<td>0.0185185</td>
<td>0.138492</td>
<td>0</td>
<td>0.00462963</td>
</tr>
<tr>
<td>( E_a )</td>
<td>0.0754761</td>
<td>0</td>
<td>0.606102</td>
<td>0.158396</td>
<td>0.00528207</td>
<td>0.0677893</td>
<td>0.0422835</td>
</tr>
<tr>
<td>( E_{b3} )</td>
<td>0.0535714</td>
<td>0</td>
<td>0</td>
<td>0.757143</td>
<td>0</td>
<td>0</td>
<td>0.189286</td>
</tr>
<tr>
<td>( E_{b23} )</td>
<td>0.0730769</td>
<td>0</td>
<td>0.558079</td>
<td>0.231136</td>
<td>0</td>
<td>0.0620087</td>
<td>0.0613671</td>
</tr>
</tbody>
</table>

Table 1: Equilibrium solutions using the parameter values [12].

<table>
<thead>
<tr>
<th>Label</th>
<th>Maximum of Real Part of Eigenvalues of Jacobian</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{b2} )</td>
<td>0.0586573</td>
<td>Unstable</td>
</tr>
<tr>
<td>( E_0 )</td>
<td>0.261084</td>
<td>Unstable</td>
</tr>
<tr>
<td>( E_{b1} )</td>
<td>-0.00823245</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>( E_{b13} )</td>
<td>0.00792357</td>
<td>Unstable</td>
</tr>
<tr>
<td>( E_a )</td>
<td>0.0112707</td>
<td>Unstable</td>
</tr>
<tr>
<td>( E_{b3} )</td>
<td>-0.0098819</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>( E_{b23} )</td>
<td>0.0208605</td>
<td>Unstable</td>
</tr>
</tbody>
</table>

Table 2: The maximum value of the real part of the eigenvalues of the Jacobian evaluated at each rest point listed in Table 1.
The Case for Non-Constant \( k \)

The model (4) does not appear to exhibit the dynamics and coexistence observed by Hsu and Roeger [9], or Cameron et al. [8], over short periods of time. We were not able to produce cyclical coexistence as observed by Karolyi et al. [3], probably because of our assumption that the chemostat is well stirred, while they allowed the nutrient density to fluctuate randomly and our underlying assumptions regarding the relationships between the competing organisms are very different from the assumptions made by Kerr et al. [1] and Karolyi et al. [3]. On the other hand, the model (4) indicates that over long periods of time, biological systems do stabilize unless external influences cause them to become unstable. Intuitively this makes sense for several reasons. For...
Figure 3:

Thus, if a bacterium has the ability to sense the current state of its habitat and the presence of other bacteria, we believe it is reasonable to conclude that $k_i$ is not constant but rather $k_i(x_1, x_2, x_3)$. The problem is magnified in what follows so that little rigorous analytical results can be obtained for a general $k_i(x_1, x_2, x_3)$ and so it is necessary to consider special cases. We note first that there are two undesirable cases. If $k_i=0$, no agent is produced and since $y$ is assumed to be the weaker competitor, it becomes extinct. Similarly, if $k_i=1$, all uptake is devoted to toxin production and none to growth, so again the organism cannot survive. $k_i(x_1, x_2, x_3)$ must fall between these extremes of 0 (no toxin produced) and 1 (the growth rate of the organism is then 0 and the organism faces extinction). We consider two special cases that we feel may be extremes for the toxin producing functions $k_i(x_1, x_2, x_3)$. First, we consider

$$
k_i(x_1, x_2) = \frac{\alpha_1 x_2}{\beta_1 + x_1 + x_2}
$$

$$
k_2(x_2, x_3) = \frac{\alpha_2 x_3}{\beta_2 + x_2 + x_3}
$$

$$
k_3(x_3, x_1) = \frac{\alpha_3 x_1}{\beta_3 + x_1 + x_3}
$$

(13)
For example, looking at the \( k_i(x, y; z) \) equation in (13), if \( x_i \) is large, \( x_i \) devotes more of its resources to producing the toxin. On the other hand, if \( x_i \) is small or nonexistent, \( x_i \) devotes less effort to toxin production. This strategy has the advantage that if there is no competitor, no energy is wasted on toxin production. The interpretation follows the same pattern in the \( k_i \) and \( k_j \) equations. The fraction of resources devoted to toxin production depends on the organism producing the toxin and the organism affected by the toxin.

With \( k_i(x, y; z) \) given by (13), system (4) becomes

\[
\begin{align*}
\frac{dS}{dt} &= -1 - \frac{mS}{a_i + S} x_i - \frac{mS}{a_i + S} x_2 - \frac{mS}{a_i + S} x_3 \\
\frac{dx_i}{dt} &= x_i \left( 1 - k_i(x_i, x_j, x_k) \right) \left( \frac{mS}{a_i + S} - 1 - \gamma_i P_i \right) \\
\frac{dx_j}{dt} &= x_j \left( 1 - k_j(x_i, x_j, x_k) \right) \left( \frac{mS}{a_i + S} - 1 - \gamma_j P_j \right) \\
\frac{dx_k}{dt} &= x_k \left( 1 - k_j(x_i, x_j, x_k) \right) \left( \frac{mS}{a_i + S} - 1 - \gamma_j P_j \right)
\end{align*}
\]

(14)

As with system (4), if \( S(0), x_i(0), x_j(0), x_k(0), P_i(0), P_j(0), P_k(0) \) are non-negative, the solutions are also non-negative because (5) is the same as in the previous model. The choice of non constant \( k \) results in significantly more complicated algebra and calculus computations. Therefore, we do not explicitly state formulas for the rest points for system (17) because they are symbolically complicated. Similarly, the Jacobian, \( J \), is also symbolically complicated so is not shown here for length considerations.

An Example

For a basic model of quorum sensing and using equations (13), we choose parameter values that are nearly identical to those used in the first example to observe differences between the two models.

\[
\begin{align*}
\alpha_1 &= 0.16, \alpha_2 = 0.48, \alpha_3 = 1.33, \beta_1 = \beta_2 = \beta_3 = 0.001, \\
\alpha_1 &= 0.12, \alpha_2 = 0.19, \alpha_3 = 0.15, \gamma_1 = 1.25, \gamma_2 = 1, \gamma_3 = 1.5, \mu_1 = 1.45, \mu_2 = 1.4, \text{ and } \mu_3 = 1.6.
\end{align*}
\]

(15)

Results in the equilibrium solutions shown in Table 3. We then compute the real part of the eigenvalues of the Jacobian at each rest point and list the maximum value in Table 4. Observe that these parameter values result in one unstable interior rest point, EA.

To generate Figure 4, we used initial conditions near EA as we did in the previous example. Of particular interest, note that even though we are using a non constant \( k \), the results are quite similar as to the results obtained using constant \( k \). In particular, notice that mutual exclusion tends to occur. Also, as with constant \( k \) the outcome depends on the parameter values and initial conditions.

My Enemy’s Enemy Is My Friend

In equations (13), the organism’s toxin production depend on the density of the organism and the density of the organism affected by its toxin (inhibitor). However, in the rock-paper-scissors relationship, studied here a given organism is affected by both the organism affected by its toxin as well as by the organism that produces a toxin against the organism. For our second choices of \( k_i \), we consider a natural strategy to explore is my enemy’s enemy is my friend, which is not considered in equations (13) in the sense that in those choices of \( k_i \) depend only on the density of the organism and its ability to detect the organism that it produces its toxin against. However, a given organism might want to detect the densities of both competitors. To take this into consideration in the competition model, the toxin producing organism, say \( x_i \), might produce its toxin against the \( x_i \) organism at a rate inversely proportional to the density of the \( x_i \) organism because the \( x_i \) organism produces a toxin against the \( x_i \) organism. Thus, when the \( x_i \) organism decreases its toxin production against the \( x_j \) organism, the \( x_j \) organism is allowed to devote more of its resources to producing its toxin against the \( x_j \) organism, which then benefits the \( x_i \) organism by lowering the \( x_j \) population and less toxin is produced against the \( x_i \) organism. On the other hand, when the \( x_j \) population (density) is high but the \( x_j \) population (density) is low, \( x_i \) devotes more of its resources...
Table 3: Equilibrium solutions using the parameter values [15].

<table>
<thead>
<tr>
<th>Label</th>
<th>$S$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_b3$</td>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.975</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_b6$</td>
<td>0.0475</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9525</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_b31$</td>
<td>0.026667</td>
<td>0.973333</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_{00}$</td>
<td>0.109828</td>
<td>0.140105</td>
<td>0.0</td>
<td>0.0</td>
<td>0.502247</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_{032}$</td>
<td>0.0504192</td>
<td>0.0785625</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.081205</td>
<td>0.0319181</td>
<td>0.568342</td>
<td>0.0</td>
<td>0.173015</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4: The maximum value of the real part of the eigenvalues of the Jacobian evaluated at each rest point listed in Table 3.

<table>
<thead>
<tr>
<th>Label</th>
<th>Maximum of Real Part of Eigenvalues of Jacobian</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>0.576355</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{b3}$</td>
<td>-0.0202703</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>$E_{b6}$</td>
<td>0.216</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{b31}$</td>
<td>-0.182482</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>$E_{00}$</td>
<td>0.242682</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{032}$</td>
<td>0.0246508</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.207234</td>
<td>Unstable</td>
</tr>
</tbody>
</table>

Figure 4:
to producing its toxin against the $x_2$ organism. We then continue a similar process for the other organisms. We try to choose simple choices of $k_i(x; x_1; x_2; x_3)$ that take this into consideration. In our discussion, we choose
\begin{align*}
k_1(x_1, x_2, x_3) &= \frac{\alpha x_1}{\beta_1 + x_1 + x_3} \\
k_2(x_1, x_2, x_3) &= \frac{\alpha x_2}{\beta_2 + x_1 + x_3} \\
k_3(x_1, x_2, x_3) &= \frac{\alpha x_3}{\beta_3 + x_1 + x_2}
\end{align*}

With $k_i$ given by (16), system (4) becomes
\begin{align*}
\frac{dS}{dt} &= 1 - S - \frac{m S}{a_1 + S} x_1 - \frac{m S}{a_2 + S} x_2 - \frac{m S}{a_3 + S} x_3 \\
\frac{dx_1}{dt} &= x_1 \left(1 - k_1(x_1, x_2, x_3)\right) \frac{m S}{a_1 + S} - \gamma_1 P_1 \\
\frac{dx_2}{dt} &= x_2 \left(1 - k_2(x_1, x_2, x_3)\right) \frac{m S}{a_2 + S} - \gamma_2 P_2 \\
\frac{dx_3}{dt} &= x_3 \left(1 - k_3(x_1, x_2, x_3)\right) \frac{m S}{a_3 + S} - \gamma_3 P_3 \\
\frac{dP_1}{dt} &= k_1(x_1, x_2, x_3) \frac{m S}{a_1 + S} x_1 - P_1 \\
\frac{dP_2}{dt} &= k_2(x_1, x_2, x_3) \frac{m S}{a_2 + S} x_2 - P_2 \\
\frac{dP_3}{dt} &= k_3(x_1, x_2, x_3) \frac{m S}{a_3 + S} x_3 - P_3
\end{align*}

As with systems (4) and (14), if $S(0), x_1(0), x_2(0), x_3(0), P_1(0), P_2(0), and P_3(0)$ are non-negative, the solutions are also non-negative because (5) is the same as in the previous models. Because each component is non-negative, it follows that system (17) is dissipative. The choice of non constant $k$ results in significantly more complicated algebra and calculus computations. Therefore, we do not explicitly state formulas for the rest points for system (17) because they are symbolically complicated. Similarly, the Jacobian, $J$, is also symbolically complicated so is not shown here for length considerations.

An Example

For our second model of quorum sensing and using equations (16), we choose parameter values that are nearly identical to those used in the first two examples to observe the similarities and differences between the three models.
\begin{align*}
\alpha_1 &= 0.18, \alpha_2 = 0.14, \alpha_3 = 3.08, \beta_1 = \beta_2 = \beta_3 = 0.001, \\
\alpha_1 &= 0.12, \alpha_2 = 0.19, \alpha_3 = 0.15, \gamma_1 = 1.25, \gamma_2 = 1, \\
\gamma_3 &= 1.5, m_1 = 1.45, m_2 = 1.4, and m_3 = 1.6.
\end{align*}

Results in the equilibrium solutions shown in Table 5. Observe that these parameter values result in two interior rest points, EA and EB. As in the previous cases, we then evaluate the Jacobian at each rest point, compute its eigenvalues, compute the real part of each eigenvalue and look at the maximum to determine the stability of each rest point in Table 6. Of particular interest, notice that the interior rest point EB is locally stable.

In Figure 5, we choose the initial conditions first to be at EA to illustrate the unstable coexistence. Changing the initial conditions slightly results in competitive exclusion, as indicated in Figure 5 (a).

Of more interest is when we graph solutions with initial conditions near EB in Figure 6. EB is locally stable so many initial conditions result in coexistence as shown Figures 6 (a) and (c), which reaffirms the conclusions reached by Kirkup and Riley [4]. On the other hand, it is possible to change the conditions so that competitive exclusion occurs as shown in Figures 6 (b) and (d).

Our simulations did not result in cyclic oscillations of the density of competitors observed by Karolyi et al. [3]. This may be because of our assumption that the chemostat is well stirred, while they allowed the nutrient density to fluctuate randomly in their study. Another explanation...
Table 5: Equilibrium solutions using the parameter values [18].

<table>
<thead>
<tr>
<th>Label</th>
<th>$S$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$y_3$</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_{b2}$</td>
<td>0.0475</td>
<td>0</td>
<td>0.9525</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_{b3}$</td>
<td>0.025</td>
<td>0</td>
<td>0</td>
<td>0.975</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_{b1}$</td>
<td>0.026667</td>
<td>0.973333</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_{b13}$</td>
<td>0.243261</td>
<td>0.000122638</td>
<td>0</td>
<td>0.502013</td>
<td>0</td>
<td>0</td>
<td>0.254556</td>
</tr>
<tr>
<td>$E_{b12}$</td>
<td>0.063338</td>
<td>0.280969</td>
<td>0.551717</td>
<td>0</td>
<td>0.06154</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.088358</td>
<td>0.0293522</td>
<td>0.363355</td>
<td>0.333018</td>
<td>0.00351431</td>
<td>0.0537176</td>
<td>0.104594</td>
</tr>
<tr>
<td>$E_B$</td>
<td>0.0650871</td>
<td>0.0495962</td>
<td>0.753617</td>
<td>0.044241</td>
<td>0.0103106</td>
<td>0.0533358</td>
<td>0.0109271</td>
</tr>
</tbody>
</table>

Table 6: The maximum value of the real part of the eigenvalues of the Jacobian evaluated at each rest point listed in Table 5.

<table>
<thead>
<tr>
<th>Label</th>
<th>Maximum of Real Part of Eigenvalues of Jacobian</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>0.576355</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{b2}$</td>
<td>0.216</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{b3}$</td>
<td>-0.0202703</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>$E_{b1}$</td>
<td>-0.182482</td>
<td>Locally Stable</td>
</tr>
<tr>
<td>$E_{b13}$</td>
<td>0.236391</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_{b12}$</td>
<td>0.0346317</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.0441862</td>
<td>Unstable</td>
</tr>
<tr>
<td>$E_B$</td>
<td>-0.0190067</td>
<td>Locally Stable</td>
</tr>
</tbody>
</table>

Figure 5:

is that their rock-paper-scissors relationship is different from ours. In their study, they observed cyclic competition between toxin producing, sensitive, and resistant organisms. On the other hand, our model specifically gives each organism the ability to produce a toxin (or colicin in the context of bacteria) against one of its competitors that is resistant to a different competitor. That is, the $x_1$ organism produces a toxin against the $x_2$ organism (rock crushes scissors), the $x_2$ organism produces a toxin against the $x_3$ organism (scissors cuts paper), and the $x_3$ organism produces a toxin against the $x_1$ organism (paper covers rock). Further, model (14) indicates that over long periods of time, biological systems do stabilize unless external influences cause them to become unstable. We also mathematically see that in a biological rock-paper-scissors relationship coexistence can occur as has been observed experimentally in studies such as the one done by Kirkup and Riley, [4].

Comparing the similarities and differences between the three models, we believe they indicate why coexistence occurs in a biological rock-paper-scissors relationship. A given organism’s toxin production (for example, $x_i$) incorporates quorum sensing and depends on the population (density) of the organisms sensitive to the given organisms toxin ($x_j$) as well as the density of the organism producing a toxin against the given organism ($x_i$).
A More General Choice for $k_i$

Of course, one can conceive of many other strategies that could be investigated. For example, equations (13) and (16) are specific cases of a more general strategy that takes the form

$$k_i(x_1, x_2, x_3) = \frac{\alpha_{11}x_1 + \alpha_{12}x_2 + \alpha_{13}x_3}{\beta_{11}x_1 + \beta_{12}x_2 + \beta_{13}x_3}$$

$$k_2(x_1, x_2, x_3) = \frac{\alpha_{21}x_1 + \alpha_{22}x_2 + \alpha_{23}x_3}{\beta_{21}x_1 + \beta_{22}x_2 + \beta_{23}x_3}$$

$$k_3(x_1, x_2, x_3) = \frac{\alpha_{31}x_1 + \alpha_{32}x_2 + \alpha_{33}x_3}{\beta_{31}x_1 + \beta_{32}x_2 + \beta_{33}x_3}$$

Incorporating (19) into system (4) and examining various combinations and interpretations of the parameter values might result in an interesting study. We used Mathematica to perform our simulations and the notebooks are available from the authors. Our approach is quite general so other choices of the coefficient functions could be investigated with relative small changes in the Mathematica notebooks used in the calculations and plots here and are available from the authors as described next. Finally, we note that the positive constant in the denominator keeps the function differentiable at the origin. A smaller constant mimics stricter ratio dependence. In both cases $k(0; 0; 0)$=0; We also chose $k_i$ so that $0 < k_i < 1$.

Computational notes

For length considerations, we have not listed all parameter values used in our calculations, all initial conditions, or the eigenvalues of all the equilibrium solutions in our stability calculations. Generally, the initial conditions we used were near the interior rest points, EA or EB. The Mathematica notebooks that the authors used to carry out all of the calculations as well as to generate the figures are available from the authors by sending a request to Jim Braselton at jbraselton@georgiasouthern.edu
In this paper we have numerically analyzed a seven-dimensional nonlinear system of differential equations that models a biological rock-paper-scissors relationship. In previous models with fewer competitors or different assumptions, a reduction process was able to be carried out to reduce the dimension of the system. In the cases studied here, reducing the dimension of the system (seven equations) is not possible because of the interpretation of the agent, $k=k_i$, that is allowed to produce a toxin (inhibitor) against its competitors.

We have considered several extreme cases of the cost of the metabolic load of producing a toxin against a competitor. We examined the case when $k=k_i$ is constant and then two cases when $k=k_i$ was not constant. To see the coexistence that is biologically documented, we used a non constant $k$, which indicates that when coexistence occurs in such situations, quorum sensing might be involved in the biological relationship between the organisms.

Several of the studies mentioned here have incorporated multiple competitors competing for multiple nutrients. One could incorporate those considerations into our examples by including multiple Si (nutrient availability) for the competing species.

Other interesting steps might be to investigate the results seen by Kerr et al., [1], where they observed multiple mutations after several generations. Although incorporating genetics into the equations developed here might only result in numerical results, such results could have meaningful biological significance. Another interesting study would be to adjust the May-Leonard competition equations as in Hsu and Roeger [9], repeat the analysis, and analyze any unexpected results.

We think that studying the situation when there are multiple nutrients that the competitors are competing for would be particularly interesting, especially if the availability of the nutrients was dependent on seasons or possibly even random. We have numerically analyzed a seven-dimensional nonlinear system of differential equations that models a biological rock-paper-scissors relationship. In previous models with fewer competitors or different assumptions, a reduction process was able to be carried out to reduce the dimension of the system. In the cases studied here, reducing the dimension of the system (seven equations) is not possible because of the interpretation of the agent, $k=k_i$, that is allowed to produce a toxin (inhibitor) against its competitors.

We have considered several extreme cases of the cost of the metabolic load of producing a toxin against a competitor. We examined the case when $k=k_i$ is constant and then two cases when $k=k_i$ was not constant. To see the coexistence that is biologically documented, we used a non constant $k$, which indicates that when coexistence occurs in such situations, quorum sensing might be involved in the biological relationship between the organisms.

Several of the studies mentioned here have incorporated multiple competitors competing for multiple nutrients. One could incorporate those considerations into our examples by including multiple Si (nutrient availability) for the competing species.

Other interesting steps might be to investigate the results seen by Kerr et al., [1], where they observed multiple mutations after several generations. Although incorporating genetics into the equations developed here might only result in numerical results, such results could have meaningful biological significance. Another interesting study would be to adjust the May-Leonard competition equations as in Hsu and Roeger [9], repeat the analysis, and analyze any unexpected results.

We think that studying the situation when there are multiple nutrients that the competitors are competing for would be particularly interesting, especially if the availability of the nutrients was dependent on seasons or possibly even random.

**Dedication**

The late Professor Paul Waltman motivated the first author to study this model in 2002. Therefore, the first author dedicates this paper to him.
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